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Abstract—Energy buffering, has been proposed to store renewable energy and low cost electricity in Energy Storage Devices (ESDs) and use it judiciously to reduce electricity bill in Internet data centers. Recent research have considered long term variation in electricity price, renewable power and workload and have shown the efficiency of energy buffering in reducing electricity bill. However, these aspects of data centers exhibit both long and short term variation. Further, there is inherent heterogeneity in ESD physical characteristics (e.g., charging and discharging rates). We hypothesize that a multi-tier energy buffering management can leverage the heterogeneity in ESD characteristics and better optimize utilization of renewable energy and low-cost power in presence of both short and long term variabilities in a data center. This paper proposes an analytical study of multi-tier workload and energy buffering management technique that frames each tier as an optimization problem and solves them in an online and proactive way using Receding Horizon Control (RHC). Our study shows that multi-tier energy buffering management increases the utilization of the renewables by up to two times compared to one-tier management.
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I. INTRODUCTION

Usage of renewable energy is increasingly becoming an important factor for Internet data centers (IDCs) to ensure their long-term environmentally responsible operation. Further, there is an increasing push to reduce the electricity cost of data centers. To achieve these goals data centers providers, mainly small and modern data centers, have started partially/completely powering their data centers by the on-site renewable energy, primarily using solar and wind energy [1], [2]. Further, researchers have suggested energy buffering using energy storage devices (ESD) such as batteries and ultra-capacitors [3]–[9]. Current data centers mainly use ESDs as power backup [4], [7]. These ESDs can also be used to store excess renewable energy and low-cost electricity during workload valleys, which can be used to meet high power demands [4]–[8]. However, energy buffering management should be aware of: (a) the intermittent nature of available energy from renewables, (b) variability in workload, (c) variability in the electricity pricing, and (d) heterogeneity in ESDs in terms of energy storage efficiency, discharge rate and storage capacity. In the light of these variabilities, this paper hypothesizes that an integrated multi-tier management of renewables, ESDs, and data center workload will reduce the electricity cost and increase the renewable energy utilization.

Multi-tier energy buffering and workload management is expected to reap benefits from the inherent variabilities of several aspects in the data centers. These aspects typically include (a) long and short term variabilities in available energy from renewables, and workload, (b) temporal variation in electricity price [10], and (c) heterogeneity in ESDs, which differ in their lifetime, maximum charging/discharging rate, and energy storage efficiency. A fundamental problem in energy buffering management is matching the variable power demand with low-cost grid and intermittent green energy. Recently researchers have studied this problem in a single tier setting, leveraging mostly long term variabilities. The idea is to (i) adapt the power consumption to the input workload using power management technique (e.g., c-state, p-state in servers), and (ii) bank green energy in ESDs and utilize it when power demand or electricity price is high [3]–[6]. These approaches ignore the tradeoff between the cost efficiency of ESDs and close matching of power demand with low-cost grid and green energy supply. Close matching of power demand and supply needs frequent charging/discharging of ESDs. On the other hand maximum utilization of renewable necessitates high energy density ESDs. The technological limitations on high energy density (energy per unit of mass or volume) ESDs such as Lithium Ion impose a cap on the “frequency” of charge/discharge, restricting the close matching of the supply and demand. ESDs such as ultra capacitors that allow frequent charging/discharging, have low energy density. Such tradeoff necessitates heterogeneous deployment of ESDs in data centers.

Energy buffering management is typically performed in a time-stepped system where the time is discretized into intervals, namely epochs. The time interval is compatible with the charging/discharging rate of batteries (e.g., hours). The inputs to a single tier management, are statistical summary (i.e., average) of power demand and supply (i.e., workload, available renewable power and electricity pricing) over epochs. In other words, the high resolution detail of power demand and supply are hidden from the management. The management scheme, assumes those information are evenly spaced within epochs. Due to such smoothness assumption, the high resolution details that occur at a time scale less than the epochs are ignored in the decision making of the manager, resulting in non-optimal decisions on energy buffering. A multi-tier energy buffering management which operates at long and short intervals can explore the data in higher resolution and optimize use of renewable and energy cost further. In this paper we analytically study the benefit of a multi-tier compared to a single tier energy buffering management, considering the variability of the available renewable energy and the power demand across epochs. Given the previous results, which suggest a Gaussian distribution for the variability of the available wind energy within hours, we analytically calculate the expected renewable energy wastage due to a single tier energy buffering management. The results suggest that when the average available
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renewable energy for an epoch is less than the average power demand, the single tier management wastes up to half of the available renewable energy depending on the power demand magnitude and variability.

Motivated by the above requirements, this paper proposes a multi-tier coordination management of power demand and supply. We assume a data center which deploys heterogeneous ESDs to enable the combination of short and long term energy buffering management. We formulate each tier as a cost optimization problem, which can be carried out to proactively schedule energy storage and power state of the servers. To this end, we design multi-tier workload and renewable energy prediction techniques which are input to the cost optimization processes. In specific, the contributions of the paper are:

- Theoretical study to illustrate the benefit of multi-tier over single tier energy buffering management in increasing the renewable energy utilization.
- Formulating two tier energy buffering and workload management (T1 and T2 for tier one and tier two, respectively) as linear programming problems, and solving them using Receding Horizon Control.
- Demonstrating the efficiency of the proposed scheme using realistic renewable energy and workload traces. Results show combined T1 and T2 almost doubles the renewable energy utilization compared to T1 only (Fig. 13 in §V-E).

In the rest of the paper we first present our system model, and formulate the multi-tier management schemes (§II). Then we theoretically analyze the proposed schemes in §III. §IV discusses the solution of the problems, and §V shows simulation analysis. §VI and §VII discusses the related work and conclusion, respectively.

II. System model

We envision an Internet data center that obtains its required power from mix of grid, solar, wind and energy storage devices (ESDs). Also, we assume an incoming workload that consists of short requests (or transactions). The workload is assumed to be processed by any server in the data center. Further, we assume the data center has \( N \) homogeneous servers and deploys multiple heterogeneous types of ESDs which are managed in a multi-tier management scheme. For simplicity, we assume two types of ESDs (high and low energy density ESDs), in general, however, our methodology can be extended to more than two levels. ESDs can supply their charging power from both grid and renewable power, which can be used to power every server when needed (in general ESDs can be deployed in server level, rack level or data center level [7], and our analysis is based on data center level deployment).

We divide time into epochs of length \( \tau \) and each epoch, in turn, consists of \( K \) slots of length \( \tau' \). For example, an epoch can correspond to few hours in a day and a slot can correspond to minutes. We develop T1 and T2, the tier one and the tier two workload and energy buffering managers, operating at epochs and slots respectively (see Fig.1). Leveraging long-term variation of the available renewable energy, electricity cost and power demand, T1 decides on the energy buffering management of the high energy density batteries (e.g., lead acid) which can sustain large energy for a long duration. Similarly, Leveraging short term variation of the available renewable energy, electricity cost and power demand, T2 decides on the number of active servers as well as energy buffering management of ultra capacitors. The objective of the optimization is to minimize the electricity price by leveraging ESDs to efficiently utilize low cost electricity and renewable. In the following we first give a motivation example. Then we give the modeling of the power demand, supply and workload. Next, we formulate the tier one (T1) and tier two (T2) optimizations as linear programming problems. We summarize the notations in Table. I.

\begin{itemize}
  \item Motivating example: Fig. 1 shows three cases where the two tier management utilize more renewable power than one tier management (only T1 or only T2):
  \item Case 1 (the need for T1): Fig.1(a) shows a case where the excess renewable power should be stored for several epochs (long time) i.e., three epochs in the example. While ESDs such as ultra-capacitors cannot sustain energy for long time due to their high self-discharge, batteries can sustain energy for long time which can be managed in long term due to their limited charging rate.
  \item Case 2 (the need for T2): Fig.1(b) shows a case with given slot and epoch level variation of power demand and renewable power (each epoch is assumed to consist of three slots). Since the average renewable power over the epoch \( t \) and \( t+1 \) is less than that of the power demand, there is no excess renewable power in average such that T1 cannot charge battery from renewable power in these epochs. However, the available renewable power in the third slot of epoch \( t \) and in the first slot of epoch \( t+1 \) is higher than that of the power demand. T2 can utilize ultra capacitors to store the excess renewable power observed over these slots for using in epoch \( t+1 \), second slot. In other words, the short term variation of the power demand and green power that are neglected by T1, may be negatively correlated as depicted by the figure. This necessitates utilizing an energy storage and a short term management scheme to match between the two.
  \item Case 3 (the need for T2): Fig.1(c) shows an example where T1 charges battery from excess renewable in epoch \( t \) for using in epoch \( t+1 \). However due to limited charging rate of the battery, all of the excess renewable power available in epoch \( t \), third slot cannot be harvested by the battery. A combined T1 and T2, however, can utilize the ultra capacitor to harvest the spikes of the renewable power in that slot for the future use.
\end{itemize}

From the example, it can be concluded that a combined T1 and T2, can increase the renewable utilization. Similarly, it
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can be shown that a multi-tier management can decrease the cost incurred in using grid power.

b) Performance and workload modeling: The power provisioning of the servers (i.e., power state transition to active and inactive state) should be performed without compromising performance requirement of the requests. We consider service delay as the performance metric. To meet the performance requirement, the average delay of requests should not go above a reference delay, \(d_{ref}\), where the value of the reference delay depends on the type of the application. The average delay of servers can be modeled using standard queuing theory results. Here without loss of generality we model each data center as a \(M/M/n\) (if a data center happens to be modeled by other queuing models such a \(G/G/n\) model, only the form of performance equations will vary yet the nature of the problem will remain the same). In \(M/M/n\) queuing model, given that all workload requests are delayed at the queue, the average service delay is expressed as: \(\frac{1}{\mu} + \frac{1}{n\mu-1}\) where \(\mu\) denotes the service rate, and \(\lambda\) denotes the workload arrival rate to each data center. Other form of delay such as the 99th percentile of delay can be accounted instead of the mean delay, which require the approximation of the queue model or peak workload.

c) Power consumption modeling: For the sake of simplicity we assume servers that have only two states: active and inactive. Further, we assume servers consume zero power in the inactive state. We also assume each active server receives the same workload rate in steady-state. This is usually achieved through load balancing. So the total power consumption of the data center can be obtained by multiplying the total number of active servers (denoted by \(y\)) and power consumption value for each server (denoted by \(p\)). To keep the optimization framework linear, we set \(p\) as the power consumption of servers when they are utilized at their peak utilization.

d) ESD modeling: Energy storage are associated with several physical limitations. The cost of an energy storage depends on the total energy that is to be stored/discharged, and its charging/discharging rate. We denote the energy storage capacity as \(B_{size}\) measured in Joule. An energy storage has limits on the maximum discharge and charge rate denoted by \(p_{max, discharge}\) and \(p_{max, charge}\), respectively. Typically charging rate is much less than discharging rate, e.g., charging rate is 5-10 times less than discharging for lead-acid batteries. As suggested by the previous studies [4], [8], the existing UPSes in data centers can be utilized for energy management of the tier one. However, the energy level at the battery should always be sufficient to guarantee the desired availability, denoted by \(B_{min}\). Further, the lifetime of an energy storage depends on the type of the device, the way in which it is used and several environmental factors such as temperature. Since a cost is incurred to replace the device, it is important to model its lifetime. We disregard the environmental factors and simplify the lifetime as follows. We consider that an energy storage device is associated with a cycle-life i.e., the number of charge/discharge cycles that can be accomplished during the lifetime of the device. Cycle-life is an estimate and depends upon an assumption of an average depth of discharge. We calculate the cost of a single duty cycling of an energy device, by dividing its cost (capital cost) by the number of life cycles\(^1\). For example the cost of a charging or discharging of an energy storage that costs $500 and has 1000 life cycles is $0.5. We denote such a cost as \(\gamma\) and incur it per charging/discharging cycle. We also consider that the ESDs are associated with self-discharge rate, denoted by \(\eta\). To model energy storage, we denote the energy storage level at time \(t\) by \(B_t\) with initial value \(B_0\) and the charge/discharge at time \(t\) by \(p_{ESP}\), where positive or negative values mean charge or discharge, respectively. Our model and solutions account for two heterogeneous ESD in data center. To distinguish between the two we use subscripts \([1, 2]\) for ESD parameters, e.g., \(\eta_1\) and \(\eta_2\) denote the self-discharge of the level one and two ESD, respectively.

e) Renewable Energy Modeling: We have used wind and solar energy as sources of renewable energy located on-site in a data center. We used the models given in [11] to generate solar power traces from irradiance and temperature and wind power traces from wind speed.

f) Electricity Cost modeling: Electricity prices usually vary over time and location. The variation is due to several factors including power generation, and more importantly supply-demand variation, and the market. The supply-demand matching is important, as any mismatch between the two can induce a high cost. The reason is that power providers may need to add or remove the generation plants or load both of which are costly. In order to minimize the high power draws by the consumers, electricity prices vary with the time of the day. Along with this, some utility providers also penalize the excess

\(^1\)The total number of life cycles is calculated considering depth of discharge that can be achieved for the constraint of \(B_{min}\) and the maximum battery capacity \(B_{max}\).
power draw by imposing additional fee if the peak power draw exceeds the stipulated power in a certain time window e.g., 15 minutes [5]. To this end, we consider an electricity pricing model to account for both electricity cost per average energy consumption, \( \alpha_t \), and \( \beta \) per excess peak power draw from stipulated power (denoted by \( p_0 \)).

\[ \text{minimize} \quad \sum_{t=1}^{T} (p_t^{AC} \alpha_t + b_1 \gamma_1) + \max_{1 \leq s \leq T}(p_t^{AC} - p_0)^{+} \beta_i \]

\[ r_i + p_t^{AC} = p_t^{total} + p_t^{ESD} \]

\[ B_{1,t+1} = \min(\eta_1 (B_{1,t} + p_{1,t}^{ESD} \beta)), \quad B_{1,0} = B_{min}, \quad B_{1,t} \geq B_{min} \]

\[ -b_1 p_t^{max\text{discharge}} \leq p_t^{ESD} \leq b_1 p_t^{max\text{discharge}} \]

\[ 0 \leq b_1 \leq 1, \quad r_t \leq r_t^{\text{total}} \]

\[ p_t^{total} \leq p_t^{max\text{charge}}, \quad p_t^{ESD} \leq p_t^{max\text{discharge}} \]

\[ 0 \leq b_1 \leq 1, \gamma_1 \leq N, \]

\[ d^{ref} \leq \frac{1}{\mu} + \frac{1}{\gamma_1 - \mu} \]

\[ \text{III. Theoretical study} \]

This section motivates two-tier energy buffering management by providing analytical basis for its benefits under practical assumptions on the availability of the wind energy and data center power consumption. Consider a data center that utilizes on-site wind power and grid to power its servers. Further assume the grid power is offered with fixed price over time (i.e., \( \alpha_t = \alpha, \forall t \)), and \( \beta = 0 \). Furthermore, assume ESD at tier one has unlimited capacity (i.e., \( B_{1,\text{max}} \approx \infty \)), is associated with infinite number of life-cycles (i.e., \( \gamma_1 \approx 0 \)) and has no self-discharge (i.e., \( \eta = 1 \)). Let \( \tilde{p}_t \) denote the expected power demand, and \( \tilde{r}_t \) denote the expected available renewable power over epoch \( t \). T1 decides on charging and discharging of battery based on \( \tilde{p}_t \) and \( \tilde{r}_t \) values to maximally utilize renewable. However, the available renewable power varies within epochs. Particularly the previous studies shows
minimize

[Power constraints], ∀ slot k :

[Battery equations], ∀ slot k :

[Battery cost]:

[Max. charging/discharging]:

[Service constraints]:

[Queuing stability constraints]:

[Performance constraints]:

that the wind generation can be modeled as a non-stationary Gaussian random process within epochs, i.e., the renewable power generation amount in kth slot of epoch t is given by [13]: \( r_{k,t} \sim \mathcal{N}(\bar{r}_t, s_t^2) \), where \( \bar{r}_t \) is the mean and \( s_t^2 \) is the variance. Power demand depends on the input workload as well as servers’ idle and peak power. To quantify the variation of power demand within epochs we consider two cases: (i) power demand is almost constant within epochs which is true when number of active servers do not change within epochs and servers’ idle power is very large i.e., when number of active servers do not change within epochs and servers’ idle power is very large i.e., \( p_{k,t} = \bar{p} \), \( \forall k = 1 \ldots K \), and (ii) power demand varies as a Gaussian stochastic process during epochs (note that Web workload follows heavy tail stochastic process, the resulting power consumption of the workload, however, may or may not follow such a heavy-tail stochastic processes) i.e., \( p_{k,t} \sim \mathcal{N}(\bar{p}_t, \sigma_t^2) \). The two following lemma and corollary illustrate how combined T1 and T2 potentially increases the renewable utilization compared to T1 only. The lemmata are given for Optimal T1 where (i) the input data for the entire time horizon \( T \) is given, (ii) T1 is assumed to be optimally solved, and (iii) \( T \) is very large, e.g., a year.

**Lemma 1:** Given Gaussian distribution for the variation of the renewable power within epochs with mean \( \bar{r}_t \) and variance \( s_t^2 \), and a constant power demand of \( \bar{p}_t \), then Optimal T1, single tier energy buffering management for epochs of length \( \tau \), utilizing battery with characteristics of \( B_{\text{max}} = \infty, \eta = 1, \gamma = 0 \) and \( p_{\text{max,charge}} \), on average at least wastes \( w_{t,k}^{\text{avg}} \) of the available renewable energy during epoch \( t \), where \( w_{t,k}^{\text{avg}} = \min(\tau[\frac{\bar{r}_t}{\sqrt{2\pi}} e^{-\frac{\bar{r}_t^2}{2\tau^2}} + \frac{\bar{p}_t - p_{\text{max,charge}}}{\tau^2}(1 - \text{erf}(\bar{p}_t - \bar{r}_t))], \tau[\frac{\bar{r}_t}{\sqrt{2\pi}} e^{-\frac{\bar{r}_t^2}{2\tau^2}} + \frac{\bar{p}_t - p_{\text{max,charge}}}{\tau^2}(1 - \text{erf}(\bar{p}_t + p_{\text{max,charge}} - \bar{r}_t))]) \).

**Proof:** Due to given assumptions i.e., constant electricity cost, zero battery charging/discharging cycle cost and infinite battery capacity, and that T1 is expected to run for very large \( T \) (i.e., \( T \to \infty \)), where there is always power demand and lack of renewable power over time, we have that T1 stores all of the excess renewable energy over every epoch. We consider two cases.

Case one: assume \( \bar{r}_t \leq \bar{p}_t \), then there is no excess renewable energy (on average) to be stored at tier one battery. (Optimal) T1 decides on not charging the battery from the available renewable (this has been illustrated in Fig. 1). Let’s define a random variable to denote the difference between the available renewable energy and the power demand for every slot within epochs as follows: \( r_{t,k}^{\text{diff}} = (r_{t,k} - p_{t,k}) \). Then given a T1 battery management, the expected available renewable energy wastage for a slot equals to \( \mathbb{E}(r_{t,k}^{\text{diff}} > 0) \):

\[
\begin{align*}
\eta_{t,k}^{\text{avg,case}1} & = \mathbb{E}(r_{t,k}^{\text{diff}} \geq 0) = \mathbb{E}(r_{t,k} \geq \bar{p}_t) \\
& = \int_{\bar{p}_t}^{\infty} \frac{1}{\sqrt{2\pi} \bar{r}_t} e^{-\frac{(r_{t,k} - \bar{p}_t)^2}{2\tau^2}} \, dr_{t,k} + \frac{\bar{p}_t - \bar{r}_t}{\tau}(1 - \text{erf}(\bar{p}_t - \bar{r}_t))
\end{align*}
\]

(3)

Considering that there are \( K \) slots of length \( \tau^* \) in an epoch where \( K \tau^* = \tau \), and that the expected value of sum of independent random variables equals to the sum of the expected values for each variable, we have that \( w_{t,k}^{\text{avg,case}1} = \mathbb{E}(r_{t,k}^{\text{diff}} > 0) \).

Case two: assume \( \bar{r}_t > \bar{p}_t \), then T1 decides on charging of the battery. However, due to limitation on the maximum charging rate of the battery, the renewable energy will be wasted if \( r_{t,k} > p_{\text{max,charge}} + \bar{p}_t \). Thus the expected renewable energy wastage for every slot equals:

\[
\begin{align*}
\eta_{t,k}^{\text{avg,case}2} & = \mathbb{E}(r_{t,k}^{\text{diff}} > p_{\text{max,charge}} + \bar{p}_t) = \mathbb{E}(r_{t,k} \geq p_{\text{max,charge}} + \bar{p}_t) \\
& = \int_{p_{\text{max,charge}} + \bar{p}_t}^{\infty} \frac{1}{\sqrt{2\pi} \bar{r}_t} e^{-\frac{(r_{t,k} - (p_{\text{max,charge}} + \bar{p}_t))^2}{2\tau^2}} \, dr_{t,k} \bigg[ \frac{r_{t,k}^* - \bar{p}_t - r_{t,k} \cdots}{\tau^*}(1 - \text{erf}(p_{\text{max,charge}} + \bar{p}_t - \bar{r}_t)) \bigg].
\end{align*}
\]

(4)

Considering that \( w_{t,k}^{\text{avg}} = \min(w_{t,k}^{\text{avg,case}1}, w_{t,k}^{\text{avg,case}2}) \), the lemma follows.

To quantify the result of the above lemma suppose \( \bar{r}_t = \bar{p}_t \), then the expected renewable energy wastage for epoch \( t \), using only T1 battery management becomes: \( w_{t,k}^{\text{avg}} = \mathbb{E}(r_{t,k}^{\text{diff}} > p_{\text{max,charge}}) \), which means that at least half of the available renewable energy during epoch \( t \) is wasted.

**Corollary 1:** Given Gaussian distribution for the variation of both the available renewable power and the power demand within epochs with mean \( \bar{r}_t \), \( \bar{p}_t \), and variance \( s_r^2 \) and \( s_p^2 \), then T1, single tier energy buffering management for epochs of length \( \tau \), utilizing battery with characteristics of \( B_{\text{max}} = \infty, \eta = 1, \gamma = 0 \) and \( p_{\text{max,charge}} \), on average wastes \( w_{t,k}^{\text{avg}} \) of the available renewable energy during epoch \( t \), where \( w_{t,k}^{\text{avg}} = \min(\tau[\frac{\bar{r}_t}{\sqrt{2\pi}} e^{-\frac{\bar{r}_t^2}{2\tau^2}} + \frac{\bar{p}_t - p_{\text{max,charge}}}{\tau^2}(1 - \text{erf}(\bar{p}_t - \bar{r}_t))], \tau[\frac{\bar{r}_t}{\sqrt{2\pi}} e^{-\frac{\bar{r}_t^2}{2\tau^2}} + \frac{\bar{p}_t - p_{\text{max,charge}}}{\tau^2}(1 - \text{erf}(\bar{p}_t + p_{\text{max,charge}} - \bar{r}_t))]) \).

The above corollary follows from Lemma 1, given that the difference of two Gaussian random variables with mean \( \mu_1 \) and \( \mu_2 \), and the variance \( \sigma_1^2 \) and \( \sigma_2^2 \) is a Gaussian variable with mean \( \mu_1 - \mu_2 \) and variance \( \sigma_1^2 + \sigma_2^2 \). Consequently, \( r_{t,k}^{\text{diff}} \sim \mathcal{N}(\bar{r}_t - \bar{p}_t, \sqrt{s_r^2 + s_p^2}) \).

To quantify the result of Corollary 1 suppose \( \bar{r}_t = \bar{p}_t \), then the expected renewable energy wastage due to only T1 battery
management becomes: \( w^\text{avg}_t = \tau \sqrt{\frac{\sigma^2 + \mu^2}{2\tau^2}} \). The above analysis is performed for wind energy and the assumption that the electricity price is constant within epochs. In reality, on-site renewable energy in data centers is dominated by both wind and solar energy, where solar energy also exhibits short term variation (see §V-B). Further electricity price may vary in intervals of less than epochs (e.g., 15 minutes [5]) which further motivates multi-tier energy buffering management. The above analytical results suggests that depending on the variability of the available renewable and power demand within epochs, a single tier energy buffering management (i.e., T1 only) cannot optimally harvest the renewable power. A combined T1 and T2, however, can explore the variation of the power demand and supply over and within epochs, resulting in less renewable energy wastage.

### IV. Solutions of T1 and T2

Both T1 and T2 are developed as Linear Programming problems, where an LP solver can optimally solve them. However, the optimal solution can be achieved if all information (e.g., renewable power, workload, and electricity price) are known in advance. In reality it is almost impossible to get those information for a large time interval (at least a month, since the peak power is usually calculated monthly). For that we evaluate the efficiency of the schemes when using a prediction technique for workload and renewable and well known Rolling Horizon Control (RHC) technique. Consider a window of length \( W \leq T \). RHC obtains T1 solutions at time \( t \) by solving the cost optimization of T1 over the window \( (t, t + W) \), given the T1 solution at time \( t = 1 \).

In the solution method, T1 on every epoch predicts the long term workload and renewable power variation, solves the optimization problem (Eq. 1) to determine the duty cycling of the level one ESD and reports it to T2. On every slot, T2 predicts the short term workload and renewable power over the window of length \( K \), solves T2 cost optimization (Eq. 2) to determine the number of active servers, and the duty cycling of level two energy storage. Note that peak power is usually calculated over a long time periods (e.g., a month). Neither T1, nor T2, can smooth the peak power over a month (the prediction window of T1 is much less than a month), but they smooth the peak power over their window, which indirectly helps to smooth the peak power over a month.

### V. Simulation Study

We simulate a data center with 500 homogeneous servers where each server consumes 400 W at its peak and can handle up-to 200 request per second. The data center is assumed to have Lead Acid (LA) battery and Ultra Capacitor (UC), in centralized way (all servers can access to both ESDs) and with characteristics shown in Table. II [5]. We set each decision epoch to an hour and half an hour, and a slot to a minute.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>LA</th>
<th>UC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost per discharge ($)</td>
<td>0.25</td>
<td>0.0115</td>
</tr>
<tr>
<td>Cycle life of one cell (x10^5 cycles)</td>
<td>1.2</td>
<td>1000</td>
</tr>
<tr>
<td>Discharge rate (KW)</td>
<td>5.4</td>
<td>42.5</td>
</tr>
<tr>
<td>Discharge-to-charge ratio</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Depth-of-Discharge (%)</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>Self Discharge per day(%)</td>
<td>0.1</td>
<td>20</td>
</tr>
</tbody>
</table>

We use one month traces of renewable, and workload that are described in the following sections. We use the historical electricity prices of California for average power draw from the grid (i.e., \( \alpha \)) which varies every 30 minutes. Further, we assume that \( p_0 = 60 \text{KW} \) a value that is 60% more than average power consumption of our simulated data center. We use a excess charge of $12/KW for the peak power draw (i.e., \( \beta \)) of every hour within a window of one month. Also the prediction window of T1 (i.e., \( W \)) is set to 24 hours. The simulation environment is developed in MATLAB and GNU Linear Programming Kit (GLPK) is used to solve T1 (Eq. 1) and T2 (Eq. 2).

#### A. Workload prediction

We generate our workload from NASA workload Internet data center trace (July and August, 1995) [14] with sampled request rate (req/s) of every 1 minute and 30 minutes. We scale this workload to the capacity of our simulated data center. The workload intensity is such that on an average around 100 active servers are required. We predict the workload for the two tiers of management. The workload exhibits daily and weekly seasonality due to the usage patterns of clients that shows more activity during the peak hours of the day. Fig. 2 shows this pattern in an hourly scale. Hence, the workload with time interval for T1 can be consistently predicted using the seasonal prediction model, SARIMA [15], [16] with seasonality introduced based on the data of the previous day at same time as well as the change in the workload in few previous epochs. The initial realistic trace history is taken as the July workload trace. We then use it to predict data for the month of August. In T2, however, there are fine variations in the workload that cannot be captured in a seasonal model as depicted in Fig. 2, hence we use moving average prediction technique. The prediction data of T1 for the epoch length of 30 minutes shows a prediction error of 19.6% for forecast window of 1 and increases with the size of forecast window to up to 40.2%. For T2, with forecast window of 1, error is 27.2% and increases up to 48% with increase in the size of forecast window. For epochs of length of 1 hour we have prediction error of 21.8% that increases up to 29.67% for 24 hour forecast window.

#### B. Renewable power traces and prediction

To capture the availability of wind and solar energy, we use traces of [17]. We use wind speed and the rated power to calculate the wind power, and Global Horizontal Irradiance (GHI) and the ambient temperature to calculate the solar power using models described in [11]. The traces are for intervals of one minutes and a duration of two month (July and August 2012). Fig. 3 and Fig. 5 demonstrate the intermittent availability of the wind and solar power sources over minutes. These observations agree with the assumption of the paper about short term variation of both wind and solar power. Similarly Fig. 3 and Fig. 5 shows every half-hour variation of wind and solar power during one day.

We vary the number of solar cells and wind turbines so at maximum rated power output of each we get two renewable power rate that supplies 10% and 60% of peak power draw of the data center. The daily pattern is observed for the solar energy with maximum energy observed in the afternoon. We characterize this pattern using Seasonal ARIMA technique to predict solar power for a day ahead to be used in T1.
The variation in the wind energy is not seasonal hence we use exponential smoothening and moving average in order to predict it. Using Seasonal ARIMA [18], the Solar Power for half hour epoch (tier 1) and forecast window of one epoch shows prediction error of 17.56% which increases to 21.65% for the prediction window of a day (48 epochs). Similarly the wind power prediction for half hour epoch and forecast window of 1 shows error of 27.41% and increases to 34.76% for the prediction window of a day (48 epochs). We also use moving average technique to predict solar and wind power over an epoch to be used by T2. The prediction error in this case is higher than prediction error for T1.

C. Experiments performed

We perform experiments to evaluate the efficiency of T1 and T2 versus different capacity of ESDs, prediction error, electricity pricing models, epoch length and the available renewable power. We choose ESD capacity values that are comparable to the energy requirement of the simulated data center when working at its peak for a specific duration (e.g., ESD of size 1.2 MJ is enough for the data center to work for one second at its peak). In the experiments, combined T1 and T2 are performed when ESD capacity of both levels have non-zero values. Whereas, single tier energy buffering management, T1, is performed when ESD level one has non-zero capacity value, and ESD level two has zero capacity value. Finally, zero capacity of ESDs at both levels means that we do not perform energy buffering management at none of the tiers. Note that for the fair comparison of T1 and T2’s cost saving, we always perform workload management at slots. In other words, the reported values of cost and power for all of the figures are the solutions of (Eq. 2), with the specified ESD capacity at each level. Our simulation environment is developed using MATLAB 2009. We use GNU Linear Programming Kit (GLPK) to solve T1 (Eq. 1) and T2 (Eq. 2).

D. Cost saving with low renewable power source

The experiments of this sections are performed when renewable sources contribute only 10% of the data center total power. Due to such low renewable power, the cost saving difference of combined T1 and T2, mainly comes from leveraging the electricity price variation within epochs. In order to investigate the maximum cost saving of the two tier management scheme, we run the simulation when T1 and T2 access the actual data of workload and renewable over their decision window (24 hour for T1, and 30/60 minutes for T2 depending on the epoch length). We also run the simulation for two electricity pricing models (i) $\beta = 0$, no cost per peak power draw, and (ii) $\beta = $12/kW, and various capacity of ESDs. Since we are interested in the costs savings of two tier energy buffering management compared to one tier management, we set the capacity of the tier one ESD to a very large value, (9 GJ, enough energy for an hour work of data center at its peak utilization). This value is chosen to ensure that the cost saving of T2 is due to variation in demand and supply and not due to low capacity of the level one ESD. Fig. 7 shows that the maximum cost saving of one tier management for zero value of $\beta$ is 19% that increases to 25% using combined T1 and T2. The cost saving of combined T1 and T2 is higher for non zero $\beta$, as shown in Fig. 8, since ESDs are utilized to decrease the peak power draw from grid. It can be seen in both figures that the cost of ESDs does not increase with increase in the size of the level two ESD. The reason is that the level one ESD is the most contributor of the cost, since the level two ESD has very large number of cycles.

As shown in Fig. 9, the cost saving of both T1 and T2 are reduced for epoch length of one hour (compare Fig. 8 and Fig. 9). The reason is that T1 cannot leverage electricity variation in the intervals of half an hour since it is not aware of that information. T2 can compensate the performance of
E. Cost saving with high renewable power source

In all of the previous experiments, renewable power contributes less than 10% of the data center total required power, where renewable utilization is almost equal for with and without energy buffering management (i.e., T1 and T2). To demonstrate the efficiency of T1 and T2 in utilizing renewable, we set the renewable power generation parameters such that the renewable power sources contribute around 60% of the data center total power at its peak. Fig. 11 shows that in this case energy cost decreases by 39% when using T1 with perfect renewable generation rate.
VI. RELATED WORK

A. Battery management to reduce electricity cost

ESDs (in the form of UPSes) in data centers have been primarily used to supply power to the computing units during the grid utility outage for the duration it takes the backup sources to start up. Recent work explore the use of ESDs to reduce electricity operational costs at data centers [3]–[9], [19]. However, the focus of the existing studies are on developing single-tier energy buffering management schemes. Particularly, Urgaonkar et al. develop an on-line control algorithm using Lyapunov optimization to exploit UPS devices to reduce cost in data centers [3]. Govindan et al. perform a comprehensive study on the feasibility of utilizing UPS to store low-cost energy, and design a Markovian based solution to schedule batteries [4]. Palasamudram et al. perform a trace-based simulation using Akamai CDN workload traces to investigate the energy cost saving that can be achieved by using batteries to shave the peak power draw from the grid [6]. Govindan et al., propose to leverage existing UPSes to temporarily augment the utility supply during emergencies (i.e., peak power) [8]. Finally, [7] presents an energy buffering management policy for distributed per-server UPSes to smoothen power draw from grid. The above works show the efficiency of ESD to reduce electricity price and handle power emergencies in data centers and consequently a motivation for our work.

The most related work to ours is [5], where the authors investigate how data centers can leverage the existing huge set of heterogeneous ESDs. Wang et al. in this work study the physical characteristics of different types of ESDs, and their cost-benefit for utilizing in data centers. The authors also develop an offline optimization framework to decide on how heterogeneous set of ESDs can be placed in different levels of data centers power hierarchy (i.e., data center, rack, and server levels) in order to minimize the data center operational energy cost. However, the management scheme is mainly developed for the data center design, not for dynamic workload management, since it is based on the assumption that both short and long term variation of power demand for a long time horizon is given in advance. More importantly, the scheme is not aware of the on-site renewable power and only utilizes ESDs to manage short and long term variation of the power demand in order to reduce the electricity cost. However, our proposed two-tier scheme (combined T2 and T2) performs online workload and energy buffering management by being aware of the workload, the available renewable power and the electricity pricing variation.

B. Power management to maximize renewable utilization

Some related work propose green scheduling algorithms to maximally utilize renewable [9], [11], [19]–[22]. The idea
is to (i) adjust the power consumption to the available green power using power management techniques, e.g., server power state transitions [9], [11], [21], and (ii) postpone delay-tolerant jobs as much as possible to match the power demand and green power [19], [20], [23]. Our scheme also performs server power state transitioning in order to match the power consumption to the input workload at time granularity of minutes. The power efficiency of such a power management technique is previously proven [24]–[28]. Further, our scheme maximizes renewable utilization for Internet data centers not only by reducing the power demand, but also by close matching of the available renewable power to the power demand.

VII. CONCLUSIONS

This paper developed a two tier energy buffering and workload management frameworks (T1 and T2) for a data center with two types of ESDs (high energy density batteries at tier one and high power density ESD at tier two). The simulation study using realistic traces of workload, renewable, and electricity pricing, highlighted that the combined T1 and T2 significantly decreases electricity cost and increases available renewable energy utilization compared to one tier (only T1), specially when they use a prediction technique with high prediction accuracy. The reason is that on one hand, the high energy density batteries which can store large amount of energy, appropriate to leverage long-term variation of the power demand and green/low-cost power supply, cannot be quickly charged/discharged to leverage short term variation of the power demand and the green/low-cost power supply. On the other hand, high power density ESDs with high charging/discharging rate, appropriate to leverage short-term variation of the power demand and green/low-cost power supply, cannot store large amount of energy for a long duration. Therefore, a two tier energy buffering management, using two types of ESDs can achieve higher renewable energy utilization and lower electricity cost compared to single tier.
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