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Abstract—Smart mobile medical computing systems (SMDCSes), e.g., mobile medical applications use context information from the environment to provide useful and often critical healthcare services such as continuous monitoring and control of blood glucose levels by infusion of insulin. Given the unsupervised nature of operation of SMDCSes, context changes that are unaccounted for can cause unprecedented faults leading to violation of requirements such as safety, energy sustainability and reliability. Analysis of SMDCSes for testing requirements violations necessitates consideration of context dependent interactions between the SMDCS software, represented by discrete operating modes and its environment, represented by nonlinear partial differential equations over space and time. An intractable number of context change sequence and lack of closed form solutions to differential equations makes the requirements analysis of SMDCSes a challenging task. This paper proposes a novel technique to analyze SMDCSes taking into account the dynamic changes in the context and the constant interaction of the computing systems with the physical environment. To show the usage of the technique, Ayushman pervasive health monitoring system is considered as an example SMDCS. Analytical results show that practices considered healthy for a person such as mobility may not be beneficial when an SMDCS is controlling health.
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1 INTRODUCTION

Context awareness is a key feature of smart mobile medical computing systems (SMDCSes), that enable them to provide services with significant societal benefits such as mobile applications (apps) for healthcare. Application suites such as bHealthy [2] are becoming prevalent, where the smartphone uses a collection of applications to aggregate physiological and environmental data from sensors, store and process data to diagnose, display or control actuators, and communicate data to the cloud (Figure 1). Although context information is used to enhance user experiences or system performance, consequences of context changes can often be unwanted, such as loss of reception. In critical infrastructures such as healthcare systems, context changes may trigger hazardous consequences for the user. Indeed the Food and Drugs Administration (FDA) has considered SMDCSes in healthcare as medical electrical equipments and has recommended strict safety guidelines for them [3]. FDA has recognized three types of health apps: a) display apps, b) diagnostic apps, and c) controller apps and encourages the use of safety verification tools such as static software testing [4] for safety critical mobile apps. Further, a key feature of SMDCSes is their pervasive and unobtrusive operation. Hence, apart from safety a key requirement for SMDCSes is sustainability, i.e., their long term operation with limited energy from sources such as batteries or scavenging systems. This paper considers the safety and sustainability analysis of SMDCSes under dynamic context changes.

SMDCSes interact with the environment for gathering context information such as physiological or mental state of a person [2]. They may also be involved in administering critical actuation functions such as drug infusion. Hence, there is continuous interaction between the computing units and the physical environment through sensing, control, and actuation, referred to as cyber-physical interactions. Random context changes that are unaccounted for in the SMDCS design can cause uncontrolled cyber-physical interactions potentially risking the user’s health [5]. A case in point is that of a wireless controlled analgesic infusion pump, where a controller sends control inputs to infusion pump over the wireless channel to maintain the analgesic drug concentration within a safe range. The controller gets feedback from a body worn pulse oximeter recording the current blood oxygen level. The pump should stop infusing immediately when the blood oxygen level falls below a certain level to prevent respiratory distress [6].

Since the wireless channel is prone to errors due to interference, the packets containing accurate blood oxygen level can get corrupted or dropped at random. If the controller does not obtain an accurate estimation of the blood oxygen level it can cause unstable or oscillatory infusion rates, which can induce respiratory distress. Thus, receiving the correct control information despite wireless interference is important. Wireless interference patterns change drastically with location context of the user e.g., the packet delivery rate of a medium...
may vary [7] from indoors to outdoors. Location context changes are governed by user mobility. In such a scenario the user mobility pattern may be unsafe for his health [1]!

Since SMDCSes are intended for pervasive use and a faulty operation of SMDCSes may cause harm to human life, it is of utmost importance that their operation is verified against two principal properties - a) safety, i.e. avoidance of hazards to the user, and b) sustainability, long term operation using limited energy sources. Traditionally, SMDCSes are verified against such requirements using experiments in a controlled laboratory environment. Such methods are in-comprehensive since they ignore the dynamic context changes that occur in unsupervised environment where the SMDCSes are actually deployed. Further, the experiments are mostly performed after the implementation. Any fault detected in this phase may incur significant cost of re-implementation. Hence, it is beneficial to analyze safety and sustainability of SMDCSes before their implementation and deployment.

This paper provides a systematic non-invasive methodology for analyzing SMDCS properties under dynamic context changes and interaction of devices with the environment.

1.1 Challenges

To analyze an SMDCS four components have to be considered (Figure 2): a) the software of the mobile devices, which generates discrete events at deterministic times, b) random inputs from the user, which generate random discrete events at random times, c) dynamic context changes of the user, which change the user’s environment following random processes and d) the human physiology, which change physiological parameters following a continuous dynamics.

Model based engineering techniques are being widely used as a non-invasive method for analyzing and verifying system design. In this paper, we propose a model based engineering (MBE) approach for analyzing safety and sustainability of SMDCSes. In this technique, before implementation and deployment of a system, a high level model is developed that mathematically characterizes salient features of the system with desired accuracy. Individual components of the model are then calibrated using real world experiments. The integrated model is then analyzed to evaluate the safety and sustainability properties of the system.

Existing MBE techniques can effectively analyze each of the SMDCS components individually, however, they are inadequate for analyzing the effects of dynamic context changes on the safety and sustainability of the whole SMDCS system. As shown in Figure 2, MBE techniques has been used individually for the four components of SMDCS.

a) Medical device software and hardware: A large number of tools are available that model and analyze hardware of computing systems such as Pspice [8] and Architectural Analysis and Description Language (AADL) (http://www.aadl.info/), and application software such as Unified Modeling Language (UML) (http://www.uml.org/) and Petrinets [9]. The ANDES tool [10] uses MBE in Wireless Sensor Networks (WSNs) to ensure accuracy and low latency of WSN operations. Finite state automata (FSA) and timed automata can be used to theoretically analyze safety or sustainability of medical device software [3], [11], [12]. Further, static analysis techniques [4], [13] can be used to check the correctness of code.

b) Random user inputs: The random user behavior with the mobile devices are typically represented using empirical models such as exponential and poisson processes.

c) Context dependent human behavior: Human behavior, governed by their day to day activities, is random with some form of periodicity. Common models used to represent user mobility are random walks and Markov chains [14].

d) Continuous physical systems: The MBE approach is also used to study the behavior of physical systems through tools such as SysML (http://www.sysml.org/), Simulink (http://www.mathworks.com/), and Flovent (http://www.mentor.com/). The human physiology is mostly represented using deterministic differential equation models and hence can be analyzed using well established continuous system theories.

The analysis of SMDCSes on the contrary necessitates integrated analysis of different components. In such cases, techniques such as hybrid automata [15]–[17], dynamic analysis [18], and stochastic processes [19] are applied. In a hybrid automata the software behavior is modeled using a FSA and the system variables, which represent physiological condition of a user, are governed by deterministic differential equations. The transitions between different discrete states in a hybrid automata are governed by deterministic events when system variables cross certain pre-specified thresholds. Hybrid automata is not applied to model random context changes.

Dynamic analysis is a widely used technique to test operation of software under random user inputs. However, it does not incorporate interaction of the software with the human physiology. Stochastic hybrid automata [19] is an advanced tool that can handle interaction of software events with human physiology and also allow randomness in state transitions. However, the analysis is only limited to linear ordinary differential equations and mostly exponential or Poisson random processes, which have finite variance. Apart
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from these theoretical tools, there are several modeling and simulation tools available for analyzing an SMDCS for satisfaction of system requirements, referred to as Requirements Analysis henceforth. However, they fail to comprehensively analyze SMDCSes for safety and sustainability under random context changes and non-linear spatio-temporal interaction. A complete list of such tools is provided in Table 1.

The main research problem is to analyze the interaction between software, user context, and human physiology, which is complicated by several aspects:

a) **Spatio-temporal dynamics** exist in human physiology, which often do not have closed form solutions hence making theoretical proofs difficult. Recent research has proposed Spatio-Temporal Hybrid Automata (STHA) [36] to model and analyze linear spatio-temporal dynamics and software events in a single framework. However, they fail to consider stochastic nature of context changes and user inputs.

b) **Aggregate effects** occur when multiple mobile devices interact with the same user to control its physiology, e.g., multi-channel infusion pumps infusing both glucagon and insulin to control blood glucose levels. The effect of simultaneous administration of the two drugs is significantly different from isolated administration. These aggregate effects can occur anytime and anywhere the two drugs interact and have to be approximated using intricate models [36]. The BAND-Aide [30] tool can simulate aggregate effects for only linear systems and it does not consider evolution of aggregate effects under context changes.

c) **Nonlinearity** in physiology requires more intricate analysis. Although several tools such as KeyMaeraD [37] have been proposed but they incur errors due to piecewise linear or rectangular approximations.

d) **Heavy failure** random processes often arise in practice (Levy walk mobility patterns) and hence can have infinite variance [14]. In such a scenario, analyzing the effect of dynamic context changes on spatio-temporal interaction becomes a challenging task.

e) **Potentially infinite number of context sequences** have to be analyzed to guarantee requirements of an SMDCS model. Further, even if the context sequences are limited to a length $n$, a case by case context analysis procedure can take exponential amount of time.

To avoid such computational complexity, this paper takes an integrated specification and simulation analysis approach, where contexts and physical processes are specified in the same framework. The paper then proposes safety and sustainability analysis algorithms of polynomial complexity that can be used to simulate the execution of a SMDCS model with spatio-temporal aggregate interactions for a set of contexts.

### 1.2 Contributions

Overall, the main contributions of this paper are:

- development of an integrated specification logic for SMDCSes, which enables specification of dynamic user context changes and the cooperation of the computing system with the user environment;
- integrating models of computation and physical system to develop polynomial time randomized analysis algorithm for requirements analysis;
- probabilistic runtime estimation of the analysis algorithm;
- comprehensive case studies showing the usage of the proposed methodology on Ayushman SMDCS and experimental validation of the design in a hospital setting.

This paper considers Ayushman, a pervasive health monitoring system as an example SMDCS to demonstrate the usage of the model based approach proposed in the paper. Using the infusion pump example we show how the mobility pattern of a user can harm the drug diffusion safety. Energy sustainability analysis shows how context triggered health emergency detection algorithms can deplete energy sources faster. Finally, we show how the mobility of an user can beneficially affect the sustainability of the SMDCS. We use industry standard AADL (www.aadl.info) to implement the specification and analysis phase. AADL allows extensions by introducing new language constructs as annex. We next discuss
the usage of the proposed context analysis methodology in mobile app development.

### 1.3 App development using the proposed framework

The context analysis algorithm proposed in this paper is a part of a comprehensive safe and sustainable mobile app development methodology that requires collaboration between the medical app developer, regulatory agencies, domain experts and medical practitioners. In a typical use case of our proposed methodology (Figure 3), a developer may consider developing a mobile application such as bHealthy [2]. It is a collection of physiological feedback-based mobile applications to assess the mental state of a user, suggest activities that promote user well-being, and compile a wellness report. The developer designs the application specification and consults safety (or sustainability) guidelines provided by regulatory agencies. The developer then employs a team of domain experts to develop models for different components of the SMDCS. For medical applications consultation with physician is also required to translate the regulatory requirements to design constraints. The developer can then input these models to the context analyzer and other external tools to perform safety and sustainability analysis. High level modeling language such as AADL can be used for this purpose.

For analyzing the spatio-temporal interactions, without context changes, the developer can use BAND-AiDe [30]. The AADL models of spatio-temporal interactions can be converted to hybrid automata to perform more formal analysis. To verify the safety and/or sustainability of the SMDCS models under dynamic context changes, the developer can use the context analyzer proposed in this paper. The analysis results in SMDCS models with safety and sustainability properties. These models can be provided as supporting documents for a market approval process to a regulatory agency. Further, these models can be converted to implementations in sensors and smartphones either manually or through an automation software. In our previous work, we have proposed Health-Dev [38], an automatic code generator, that takes AADL models as input and converts them into implementations. Automated code generation minimizes human errors and ensures that implementations have the same properties as the models.

### 2 System Model

In our system model we consider context to be a fixed evaluation of variables of a system. For example, as shown in Figure 1, the home context may have a fixed ambient temperature of 37 °C, the user may use an electrocardiogram (ECG) sensor at 250 Hz sampling frequency, which stores data in a smartphone using a specific mobile application. The core of an SMDCS is a set of mobile applications, intended to be used in different contexts, that collect data from sensors, display them to the user through a graphical interface, or process them or provide some form of bio-feedback. Note that some sensors and mobile applications can be used in multiple contexts. The data may also be communicated to a cloud service which is used as a storage or computation hub. An example SMDCS is the bHealthy application suite developed at the IMPACT Lab [2]. In this application suite there are two applications PetPeeves and BrainHealth that are intended to be used in two different contexts. PetPeeves uses accelerometers and ECG sensors to measure exercise levels and calories burnt and provides a bio-feedback to the user through animations of a virtual pet. It is intended to be used outdoors while exercising. BrainHealth, an application to be used at home, employs electroencephalogram (EEG) and ECG sensors to derive the users concentration levels and engages them in a neurofeedback based game to increase their concentration.

### 3 Effects of Context Changes

Context is a set of information that can characterize the state of a computing system or the human body [39]. The set of information may include physiological condition, mood, and time of the day. Each context affects the human body parameters in different ways. For example, during hot and humid summers the body sweats leading to a lower average skin conductance, or when a person is excited the skin conductance increases. Since these parameters affect the way a medical device interacts with the human, a change in context leads to
a change in medical device performance. Mobility is a basic human nature, which lead to context changes affecting the interaction between a medical device and the human body. For example, consider a wearable autonomous infusion pump.

**Infusion Pump Control System:** The infusion pump [6] is a medical electrical equipment that obtains commands from a remote computer or a smart phone over the wireless channel and accordingly injects a dose of drug such as insulin or anaesthetic into the human body. The controller obtains feedback from the human body using sensors such as a glucometer and according to a control algorithm computes the future infusion rate and sends it to the pump. In the literature, the feedback has been modeled by pharmacokinetic diffusion equations [6], which take the infusion rate as input and outputs the drug concentration in the blood. The controller then calculates the infusion rate so that the drug concentration is maintained within a prescribed range without overshooting. If the estimated drug concentration goes beyond the desired range, the controller reduces infusion rate such that the estimated drug concentration remains within the range.

An important factor in this infusion pump device is the transfer of information from the controller to the pump through the wireless channel. Wireless channels are prone to errors leading to loss of control information. When the pump fails to receive a control information packet the pump maintains the infusion rate obtained in the last successfully received information [12]. Mobility affects the wireless channel characteristics leading to time varying packet delivery ratio (PDR), which may affect the drug concentration due to loss of infusion information. These effects further, vary with different mobility patterns. Hence to characterize these effects different models of mobility have to be studied.

**Mobility Models:** Over the years several models of human mobility have been studied including the random walk and Brownian motion models [14]. The most popularly used mobility model is the random walk model. However, recently, the Levy walk mobility model was found to fit the average human mobility the best [14]. A mobility model consists of three parameters: a) flight length, which is the distance traveled, b) flight direction, direction of the movement, and c) pause time, time for which the person stays at a particular position. The random walk mobility model assumes that the probability of flight length being greater than a certain value follows a Gaussian distribution. Thus, it is less probable for a person to move further away from a given spatial location. However, a recent research has shown that the flight length for human mobility follows a power law distribution or Levy distribution. This comes from the ever inquisitive nature of human being, which compels her to explore remote regions [14]. Instances of the two mobility models are shown in Figure 4, where in random walk the shorter flight lengths are more frequent, while Levy walk model has more frequent longer flight lengths.

**Effect of mobility patterns on infusion pump operation:** The infusion pump control system was simulated under different mobility patterns of the user. Two different channel properties were considered: a) indoor, with a PDR of 0.8 and b) outdoor, with a PDR of 0.4 as suggested in [7]. We took a stretch of 20 feet with a door separating indoor and outdoor environment at the 10 ft mark and computed the sequence of indoor and outdoor movements for random and Levy walk models. Packet drops were simulated using the Ricean fading model and the average case drug concentration for 1000 runs for both the mobility models is shown in Figure 5a).

The figure shows that since the Levy walk mobility pattern has more frequent outdoor visits, it causes more loss of control information and hence causes drug overshoots due to faulty infusion. On the other hand random walk has shorter excursions leading to less frequent change of environment and hence less overshoot. Further, apart from the frequency of outdoor visits, different sequences of indoor to outdoor transitions also affect the drug concentration as shown in Figure 5b for Levy walk model.

### 4 Context Analysis Algorithm

In this section, we define some basic concepts that lead to a context analysis algorithm and its runtime estimation.

**Definition 1: Context:** Formally a context is defined as a tuple \((G, M, I)\) such that \(G\) is a set of system variables, the attribute set \(M\) is a set of real numbers, integers and strings, and \(I\) is a bipartite graph mapping between the sets of variables \(G\) and attributes \(M\).

As an example, let us consider that the user of an SMDCS is at home. The set of variables can include the PDR quantifying the wireless channel characteristics, the SMDCS device characteristics such as infusion rates, glucose meter sensing frequency, smartphone data communication rate, blood pressure sensor sensitivity, and the human physiological parameters such as skin resistance. Each element in the attribute set \(M\) consists of a real number (infusion rate = 325.6 μg/dl) or integer (sampling frequency = 250 Hz) or a string (insulin
Contexts in SMDCSes are used for both reactive and proactive decision making.

A context change can be represented by a change in the object set $G$, attribute set $M$, and bipartite mapping $I$. These changes occur due to random processes in the environment. In this work, we consider three causes of context changes:

a) Mobility: An user of SMDCS is often in a state of motion in her daily life. This leads to frequent change in environmental properties such as temperature and humidity, or wireless channel properties such as the packet delivery ratio (PDR) of indoor and outdoor environment or location. This change is exhibited by a change in the mapping $I$ where the same set of variables, humidity, temperature, PDR are mapped to different values.

b) Physiology: Random physiological events such as epileptic seizure can cause changes in the SMDCS or in its operation. It can introduce new medical devices such as a Holter monitor in a hospital, or it can cause execution of a new algorithm for analyzing specific disorders such as epilepsy. Introduction of the new sensor changes the object set $G$ and subsequently the sets $M$ and $I$.

c) User activities: Random user activities such as exercise or food intake can cause changes in the SMDCS. For example, during exercise the energy scavenged from the scavenging source may be sufficient for sustaining the operation of the computing units. This is exhibited in a change in the attribute set $M$ of the SMDCS, in specific the scavenged energy attribute of the source.

The causes of the context changes are random in nature and hence have to be modeled using random processes. For example, human mobility is generally modeled using random processes such as Random way point or the Levy walk model.

Contexts in SMDCSes are used in two different ways (Figure 6): a) pro-actively involve context in the SMDCS operation, and b) react to the changes in the context. In proactive SMDCSes, the computing system uses predictive models of the context and incorporates them into decision making. Examples include model predictive wearable infusion pump algorithms, where physiological context of the user is predicted using pharmacokinetic models that express drug diffusion in the human body. The pharmacokinetic model is then used to estimate future blood glucose level excursions for the current infusion action. If the estimations cross thresholds then the control system changes mode to compensate for improper excursions in the future. Hence, the SMDCS is proactive in preparing for future contexts.

In reactive SMDCSes, the computing system does not estimate future contexts, but if a context change occurs it has algorithms and mechanisms to react and adapt. Examples include location aware mobile computing applications which give suggestions for good food places nearby. In such systems, a mapping of the desired output for each context is maintained. When a context change is detected using sensors or through fusion of information from various sources, the appropriate context to output mapping is used. Thus, although the SMDCS design is not aware of the context change the system reacts to it. In both the cases, contexts can be represented using some organization of discrete states and transitions between them.

4.1 Mathematical representation of user behavior

User behavior can be represented mathematically as a combination of contexts and probabilistic models of context changing events. Contexts and context changing events can be combined in a mathematical construct similar to a finite state machines, called ContextFSM.

Definition 2: ContextFSM: A ContextFSM is a tuple $\{X, T\}$, where:

- $X$ is set of states. Each state corresponds to a context, i.e. an instance of the tuple $\{G, M, I\}$.
- $T$ is a transition matrix, where $p_{ij} \in T$ is the probability that there is a transition to state $i$ from state $j$.

Associated with every ContextFSM is the notion of continuous time $t$ over which the states in the set $X$ evolve. Further, we note that although time continuously evolves in a ContextFSM the state changes are always discrete. Thus, we represent the $t^{th}$ state in the ContextFSM execution by $X_t = x_t | x_t \in X$. The state transitions are governed by the context changing events. The events are generated at random and are governed by the dynamics of an underlying random process. The parameters of the random process are dependent on the user’s mobility, physiology and activity patterns. Markov random processes are quite common in nature. For example, the mobility of human being is strictly Markovian in nature [14]. The Markovian assumption entails that the ContextFSM will have a memoryless property. We denote $P(X_t = x_t)$ as the probability that the $t^{th}$ state in the ContextFSM execution is $x_t$. Then, according to the Markov property, the probability that the $t^{th}$ state is $x_t$ only depends on the $(t-1)^{th}$ state in the execution sequence of the ContextFSM, i.e., $P(X_t = x_t | X_{t-1} = x_{t-1}, X_{t-2} = x_{t-2}, ..., X_0 = x_0) = P(X_t = x_t | X_{t-1} = x_{t-1})$. This memoryless property is only exhibited if the time $t_i$ spent by the ContextFSM at a particular state $x_i$, follows an exponential distribution.

The transition probability matrix is determined from the probabilistic models of the context changing events. For example, if we consider the Levy walk mobility model of SMDCS user, then the probability of going outdoors follows.
an inverse power law distribution [14]. The parameters of the model can be obtained by accurately calibrating against experimental data. As shown in Example 1 the occurrence of epilepsy is a context changing event and follows a Poisson process with an average value of 0.12 times per day obtained through calibration [40].

4.2 Context analysis methodology

From Definition 2 each state in the ContextFSM corresponds to a context \( \{G, M, I\} \). For each context we have to analyze the interaction between software and the human physiology. The interaction has two parts: a control algorithm \( CA \) and an interaction function \( CPF \). The \( CA \) is specified as a sequence of finite number of steps each with a deterministic result. The CPF is specified as a differential equation, which can be time delayed, non-linear, and even multi-dimensional partial differential equations. In one or more of the steps of \( CA \) the CPF has to be solved. We define an execution of cyber-physical interaction in Definition 3.

**Definition 3:** An execution of cyber-physical interaction for a given time \( t \) is the deterministic evaluation of each step of the control algorithm \( CA \) to determine control outputs \( CO \) and solution of CPF at designated steps of the \( CA \).

To analyze context changes and their effects on SMDCSes we define a simulation of the ContextFSM in Definition 4.

**Definition 4:** A simulation of ContextFSM is a sequence of executions of cyber-physical interactions such that -

1. each execution corresponds to a unique context \( \{G_i, M_i, I_i\} \),
2. two executions do not have the same context, i.e. \( I_j \neq I_i \) for \( i \neq j \).

Ideally a comprehensive analysis of SMDCS under dynamic context changes will require a simulation that cover all possible context change sequences. However, the total number of possible context change sequences is infinite and hence the total number of possible context change sequences, which can cause safety violations. The analysis execution engine consists of evaluating the control algorithm and solving the partial differential equations expressing interaction of software with human body. The context analysis Algorithm 1 takes the SMDCS models, context models, the control algorithm and the interaction function as input and outputs a map of the system parameters over space and time, called interaction map. This CPF is typically a solver for the partial differential equations expressing the human physiology. The AEE simulates the context model and generates events in an event queue. It then initializes the interaction map with initial conditions supplied as a part of the SMDCS model. The AEE then processes events from the event queue and causes transitions in the ContextFSM. Upon each transition to a new state, the AEE parses the new SMDCS model processes the control algorithm to determine control outputs, and continues computing the interaction map using the function CPF by incrementing time in steps of \( \tau \) until the time for the next event. This interaction map is then compared with threshold based requirements to test compliance. The time interval \( \tau \) is selected depending on several factors two of which concern with the convergence of the solution of the partial differential equation expressing the interaction and the length and type of context sequences that need to be simulated.

**Algorithm 1 Interaction Map**

```
1: Event Queue = Simulate \( CM\{T,S,P,\theta,\beta\}\)
2: Initialize interaction map IM
3: while Event Queue \( \neq \) empty do
4:   Next Event = POP(Event Queue)
5:   Current Context \( CC \) = Simulate ContextFSM for the Next Event,
6:   Current SMDCS Model \( CSM \) = GetModel(SMDCSes, Next Event Type)
7:   for \( t=0:\tau \): Time Before Next Event do
8:     Control outputs CO = execute control algorithm \( CA(CSM,IM)\)
9:   Update inputs to the CPF according to CO
10:  IM = Simulate interactions using CPF(\( r,S\))
11: end for
12: end while
13: Check compliance with requirements expressed as thresholds on the IM
```

4.3 Runtime of proposed context analysis algorithm

The runtime of the proposed context analysis algorithm depends on two aspects: a) the number of steps for which the event generator is run, and b) the time taken by the AEE to compute \( CA \) and CPF. Note that the AEE is always run for a finite simulation time, which is equal to the inter-event time. For a given length of context change sequence, the event generator can be run for exponential amount of time to generate all sequences of length \( n \). Essentially, the ContextFSM model is a Markov chain, such that the time spent in a state is exponentially distributed and the transition probabilities are obtained from models of context changing events such as mobility. The rich literature of hitting time analysis of Markov chains presents us with a theory that can be used to perform a randomized analysis of our context analysis algorithm. This randomized run is much faster and can cover important context change sequences, which can cause safety violations.

The hitting time for a state \( x_i \) in a ContextFSM is the time at which the state \( x_i \) is first observed by the event generation
engine. Similarly, we can define the hitting time of a context change sequence, as the time at which a context change sequence, \( x_1 \ldots x_j \) is first observed by the event generation engine. Let us select a context sequence \( x_0, x_1, x_2 \ldots x_n \). Thus, the time for which the context analysis algorithm has to be run to obtain a sequence \( B \) is obtained from Theorem 4.1.

Theorem 4.1: The expected time, \( \tau_B \), that the sequence \( B \) of length \( n \) is first observed in a simulation of the ContextFSM is given by the moment generating function [41]-

\[
E[z^{\tau_B}] = \frac{1}{1 + (1 - z)B * B(z)},
\]

(1)

where, \( B * B(z) = \sum_{1 \leq j \leq n} \left\{ z^j \right\} P(X = x_1) \ldots P(X = x_j) \).

The \( * \) operator is a convolution in the discrete \( z \)-transform domain. Theorem proof is in the online Appendix [42]. The runtime time \( \tau_B \) of the algorithm can be computed by taking the first derivative of \( E[z^{\tau_B}] \) with respect to \( z \) and setting \( z = 0 \). The probability of a context change sequence of length \( n \) can be easily determined as \( P(B) = P(X = x_1)P(X = x_2)\ldots P(X = x_n) \). The context analysis algorithm can be provided with a sequence \( B \) of length \( n \) with a given probability \( P(B) \). The algorithm can then be run for \( \tau_B \) amount of time so that sequences with probabilities of occurrence greater than \( P(B) \) can be simulated.

For a ContextFSM that has only two states \( x_1 \) and \( x_2 \), the time \( \tau_B \) is given by \( \tau_B = \frac{1}{(1 - p_{12})} \), where \( p_{12} \) is the transition probability from \( x_1 \) to \( x_2 \). For values of \( p_{12} > 0.5 \), and close to 1, \( \tau_B \) is \( O(n^2) \). If we set high probability thresholds, Algorithm 1 can be run for polynomial time to simulate sequences of greater probability of occurrence than the threshold. Thus, ContextFSM can be simulated for \( \tau_B \) time to generate all sequences of length \( \leq n \) and probability \( \geq P_{thr} \).

5 IMPLEMENTATION

In this section, we discuss a specification framework and automating the context analysis Algorithm 1.

5.1 Specification of SMDCS models

The specification of an SMDCS is done using the industry standard AADL language (www.aadl.info). AADL is a hierarchical model specification tool that provides constructs dedicated to modeling embedded software and hardware. However, AADL inherently does not support specification of context and context transitions and physical dynamics of the human body. We use the behavioral annex to specify the ContextFSM. Further, we extend AADL to incorporate specification of complex physical processes as a series of differential equations through the development of an annex.

SMDCS specification: In an SMDCS for each context, there is a different hardware and software implementation indicated by the subcomponents in the AADL Spec 2 (in the online Appendix [42]), and are specified using the system implementation construct. Each context is specified using the mode construct, and the context changes using mode transitions. The events are specified using the features construct. The events are generated from the context models specified in the ContextSensor system component. In Ayushman, there are four contexts - home, roaming, hospital, and inactive, and six events - RoamingActive, AtHome, Emergency, Mitigate, Activate and DeActivate. In each context, the SMDCS consists of context sensor nodes, energy source, and the coordination between devices and human body. In this paper, we discuss context and interaction specification, other components are in the online Appendix [42].

Specification of coordinated operation: The coordinated operation results in changes in the complex physical processes with events occurring in the computing domain. In the infusion pump example, the diffusion of drug is governed by the pharmacokinetic (PCK) process [6], which can be modeled as a spatio-temporal differential equation.

However, the equations change with the change in state of the controller. The controller algorithm takes the drug concentration predicted by the PCK process as input and varies the infusion rate to keep the drug concentration at a given level. Such an algorithm can be represented using a state machine, which captures both the computing and physical behavior of the infusion pump. A hybrid automata can be used in this regard to capture the continuous physical dynamics in each state. However, the mode construct cannot be used since there is no provision to specify equations for a given state and transitions cannot depend on the variation of a system variable. Instead we use a combination of the behavior annex and the CPS annex in AADL [30] to specify the control algorithm as a hybrid automata, AADL Spec 4 (NetworkControlledDeviceInfusionPump, specification provided in the online Appendix [42]). We can specify the partial differential equations using CPS annex, PDE1 and PDE2 and associate them with states s1 and s2 in the behavior annex. Further, the events in the behavior annex can occur when a variable in the implementation goes over threshold (Overshoot event).

5.2 Context analysis algorithm implementation

The implementation of the context analysis algorithm (Algorithm 1) for requirements verification is shown in Figure 8. The first step in the analysis procedure is to generate context transition events. In this step, a random sequence of events is generated according to the ContextFSM and random processes characterizing the human behavior such as mobility models in case of mobile communication, arrhythmia occurrence probability in ECG monitoring, and bolus request frequency in infusion pumps. The random process takes the probabilities from the transition matrix \( T \) of a ContextFSM.
and generates the context changing events. These events are classified into event types (\(ET\)) and are appended with an estimate of the time before next event (\(TBNE\)) and arranged into an event queue. The ContextFSM is then simulated starting from the initial state in accordance with the events. Each state maintains an SMDCS model specific for the context it represents. In each state, the context specific SMDCS is parsed to obtain the requirements and analysis parameters. Depending upon the requirements different analysis plug-ins are employed to perform the simulation of the SMDCS model. Further, domain specific tools such as MATLAB® can also be used to analyze the SMDCS model. The execution of the appropriate plug-in for the correct analysis parameters and checking the compliance with the requirements is performed by the analysis execution unit (AEE) (Figure 8). The output of the AEE is the variation of the system parameters over time and space, interaction map (details in online Appendix [42]).

6 AYUSHMAN SMDCS

Ayushman [43] is a smart health infrastructure developed in the IMPACT Lab for privacy ensured continuous health monitoring of ambulatory individuals. It has a multi-tier architecture enabling management of sensors, secure storage and dissemination of data, access control of user health history, query processing, service discovery and context processing. At its core is a body sensor network (BSN) [44] consisting of a number of physiological as well as environmental sensors such as photo-plethysmogram, electrocardiogram, temperature, and humidity sensors and a smart phone serving as the computation and communication hub. On the smartphone end Ayushman uses bHealthy application suite to collect, store and process data. bHealthy has two applications: a) BrainHealth, which assesses the mental state of a user from EEG sensors and engages the user in a neurofeedback based game to increase focus levels, and b) PetPeeves, which uses accelerometer and ECG sensors to compute calories burnt and motivates the user to exercise by providing visual feedback through virtual pet. In Ayushman we consider three different contexts (Table 2), which vary in hardware software configurations, communication protocols, and power management techniques. The online Appendix [42] provides more details.

6.1 Context changes

Context changes occur due to random events triggered by: 1) user mobility, modeled using mobility models such as random or Levy walk [14] and Markovian models, 2) emergency events such as detection of arrhythmia, epileptic seizure, change in mental state, and 3) user inputs, such as responding to pet’s mood change. The different contexts can be represented as states in the ContextFSM and the events can cause state transitions (Figure 7). The events are assumed to be random with an associated probability distribution.

6.2 Experimental profiling

The available energy profiles of the scavenging sources are already obtained from [45]. We derive the power profiles of the SMDCS node for executing the BrainHealth and PetPeeves.

6.2.1 Power Profiling

We profiled the power consumption of several sensing systems including low capability processors such as msp430 and high end Atom processor. The power measurement setup provides the board power consumption, which includes the CPU power as well as power for driving the chipset and other associated components. We first measured the idle power of the board for each throttling mode by allowing the CPU to run idle for three minutes. Then PetPeeves and BrainHealth are executed to measure the average platform power.

The difference between the two power values gives the power consumed by the processor during the execution of the workload, which is shown in Table 7 in the online Appendix [42] for different throttling modes. The power consumption of the msp430 based motes such as TelosB and Shimmer2r were experimentally obtained by running the BSNBench benchmarking suite [46]. The benchmarking suite has specific tasks for obtaining power consumption due to computation, sensing, and communication. The sensing and computation power consumption is listed in Table 3 for benchmark signal processing applications such as Fourier transform (FFT), and peak detection. The power consumption of the Chipcon radio was measured during transmitting packets at a bit rate of 250 kbps, standard for a sensor node (www.xbow.com). The current consumption of the CC2420
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TABLE 2
SMDCS configurations for different contexts in Ayushman (Explained in more detail in the online Appendix [42]).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Home</td>
<td>Thermal safety, low energy consumption, and detection of arrhythmia within 5 seconds of onset</td>
<td>Shimmer ECG, and Emotive EGG, TelosB for temperature and humidity, Intel Atom</td>
<td>BrainHealth, secure key agreement using physiological signals (PKA)</td>
<td>Batteries</td>
<td>Bluetooth and ZigBEE, with model based communication.</td>
<td>Thermal dynamics</td>
</tr>
<tr>
<td>Roaming</td>
<td>Reliable data communication and battery less operation for 6 hrs</td>
<td>Shimmer ECG and accelerometer</td>
<td>Radio sleep scheduling, and PetPeeves</td>
<td>Body heat, respiration, ambulation, and sun</td>
<td>Retransmission and dynamic power control and Models of available energy.</td>
<td></td>
</tr>
<tr>
<td>Hospital</td>
<td>High fidelity data, thermal and drug overdose safety</td>
<td>Medical grade infusion pumps, pulse oximeters</td>
<td>Infusion control algorithm</td>
<td>Batteries or mains</td>
<td>Bluetooth, WiFi, ZigBEE, wired</td>
<td>Drug diffusion dynamics</td>
</tr>
</tbody>
</table>

TABLE 3
Sensor Power (TelosB, iMote, BSN v3, Shimmer).

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Consumed Power (mW)</th>
<th>Execution Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean, stddev</td>
<td>5, 162, 6.7, 6.73</td>
<td>230, 220, 207, 200</td>
</tr>
<tr>
<td>FFT</td>
<td>5.1, 162, 6.5, 6.86</td>
<td>435, 102, 425, 415</td>
</tr>
<tr>
<td>Peak Detection</td>
<td>5.6, 156.6, 6.8, 6.6</td>
<td>100, 160, 90, 88</td>
</tr>
</tbody>
</table>

6.3 Models used in Ayushman SMDCS

Power model of SMDCS: We assume that during the period of sensing $t_s = 5$ secs, the micro controller is in idle state, where it consumes $P_{idle}$ amount of power (≈ 1 mW in TelosB motes). For a SMDCS with $n$ nodes the sensing process can be performed in parallel by all sensors. After each sensing period the sensed data is transferred to the mobile application. During this transmission period $t_T$, the processor is in idle state, consuming $P_{idle}$ amount of power (approximately for 0.39 secs to transmit five seconds of 32 bit data values 60 Hz sampling rate and a transfer rate of 24 Kbps [47]). The radio transmitter will also be active during this period ($P_{radio} ≈ 58$ mW being its power consumption). In a 24 hr period there will be $x$ number of sense and transmit periods (sleep cycles) for each sensor in the SMDCS, with a duration of ($t_s + t_T$) secs each. Further, in a single day of operation of Ayushman the SMDCS nodes under go pairwise PKA execution to maintain the freshness of the encryption key among two nodes. During this execution of PKA the processor should be in active state consuming $P_{PKA}$ amount of power for the duration of the PKA algorithm $t_{PKA}$. The value of $P_{PKA}$ is around 10 mW and $t_{PKA}$ is around 1 sec as obtained from actual measurements averaged over all the commercially available platforms. Further, during the transfer of the vault ($t_{vault} = 6.75$ s [47]), the radio is active. Thus, total energy consumption is:

Total SMDCS Energy = Sensing Energy + Data Transmission Energy + PKA computation energy + vault transfer energy

$$E_{SMDCS} = nx(t_s P_{idle} + nxT_s(P_{radio} + P_{idle}) + P_{PKA}P_{PKA}(\frac{n(n-1)}{2}) + t_{vault}(P_{idle} + P_{radio})(\frac{n(n-1)}{2}))$$ (2)

$x$ is the number of sleep cycle to be sustained in 24 hrs.

Model of Infusion Control: Infusion pumps operate in a close loop with a networked controller to keep the drug concentration in the human blood within recommended limits. The infusion pump has three modes: a) basal, where infusion rate is $I_b$, b) braking, where infusion rate is a fraction $f$ of $I_b$, and c) correction bolus, where infusion rate is incremented by $I_b$. Diffusion dynamics of the drug is spatio-temporal in nature and can be modeled using PDE Equation 3 [48].

$$\frac{\partial d}{\partial t} = \nabla(D \nabla d) + \Gamma(d_0(t) - d) - \lambda d,$$ (3)

where $d(x, t)$ is the tissue drug concentration at time $t$ and distance $x$ from the infusion site, $D$ is the diffusion coefficient of the blood, $\Gamma$ the blood to tissue drug transfer coefficient, and $d_0(t)$ is the prescribed infusion rate at time $t$, and $\lambda$ is the drug decay coefficient. A control algorithm in the infusion pump samples Equation 3 and adjusts the infusion levels so as to achieve the desired physiological effects while avoiding hazards such as hyperglycemia.

Model of Communication Channel: In the model based analysis phase, the Ricean flat fading model for bit error rate (BER) as a function of path loss was assumed [49], as recommended by IEEE task group 6. Eight levels of transmission power were considered for the sensor ranging from -25 dBm to 0 dBm, typical of the CC2420 radio, and the path loss was varied from 10 dB to 70 dB. Given the BER, the PDR was calculated using the equation $PDR = (1 - BER)l^2$, where $L$ is the packet length.

7 SMDCS Analysis examples

To illustrate the analysis methodology we consider the PetPeeves application that uses an ECG sensor to continuously monitoring a user in his daily routine.

Example 1: ECG sensor lifetime analysis: Since long term monitoring is intended, the ECG sensor uses a model based compression technique called GeM-REM [50]. GeM-REM represents an ECG sensor using a mathematical model consisting of three Gaussian terms and stores it in both the sensor and smart phone. If the measured ECG signal matches the model then the sensor does not transmit any signal back to the base station, a smart phone. The smart phone then uses the pre-learned model to regenerate the ECG signal. If the measured signal does not match the model then the sensor transmits the entire data back to the smart phone. When epilepsy occurs there is a distinct change in the ECG signal [40]. Hence, the ECG signal during an epilepsy occurrence will not match...
Fig. 9. ContextFSM and the context analysis procedure for the epilepsy monitoring case study. The inputs are the ContextFSM, models of context changes, and SMDCS configurations, the outputs are the lifetime graphs for the four different model combinations. The user may choose the worst case scenario for a realistic SMDCS design.

There are two events that can take place - a) occurrence of epilepsy, and b) availability of energy for recharging the battery. Epilepsy occurrence is typically modeled as a Poisson process with average occurrence of epilepsy being 0.12 per day [51]. However, recent studies conclude that epilepsy occurs in clusters, which means after the first occurrence of epilepsy subsequent occurrences are periodic [52]. The energy availability from ambulation has several models proposed by researchers. In this analysis, we consider two types of models - a) Normal, and b) Poisson distribution.

Analysis procedure: The analysis procedure is illustrated in Figure 9b. The Shimmer sensor is considered for sensing ECG. The Shimmer radio consumes 20 mA of current during transmission. The battery used in Shimmer sensors is a Lithium Ion rechargeable battery with 6500 mAh capacity and a Peukert’s constant of 1.35 (http://www.shimmersensing.com/). The processes causing context changes are simulated for a time period of 30 days. Simulation of the random process describing the epilepsy occurrence outputs the number and time of epilepsy occurrences in a given day. Both the Poisson and the periodic model are simulated for this purpose. The model of the energy availability outputs the amount of energy available at a given time. The Markov process and normal distribution model were simulated. Thus this gives a total of four combinations of context models.

Whenever the ContextFSM is in the Normal state the Shimmer draws 1.5 mA current, which is the current consumed by the processor for executing GeM-REM and epilepsy detection code. On occurrence of epilepsy, the ContextFSM changes to the Epilepsy state and remains there for 4 hrs. In this case the sensor draws 20 mA current and the battery is depleted at a higher rate. Whenever, energy from the scavenging source is available, the ContextFSM goes to the Recharge state where the battery is charged by the amount received from the scavenging source. The simulation results at the end of the 30 day period is shown in Figure 9b. It shows that for different

![Figure 10](image-url)

Fig. 10. Usage of Levy walk model reveals safety flaws in infusion pump controller design.
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We consider the infusion pump example discussed in Section 1 and show the usage of our analysis framework. The SMDCS is in a hospital context. However, the patient wants to move around in the hospital and go to the balcony to enjoy the view outside. This will trigger a context change in the SMDCS and the system state will transit from hospital to outdoor. In such a scenario, specifically the wireless channel properties will change resulting in a different packet delivery ratio (PDR) for the radio communication. Since the infusion pump is controlled through the wireless channel by the controller, change in the PDR may cause a drop in communication quality between the controller and the pump. Low PDR may lead to packet loss from the controller to the infusion pump. This may cause delay or loss of control inputs to the pump. In the analysis framework, two different mobility models, random and Levy walk [14], were used to simulate the context change. The hospital region was divided into two parts: indoor (PDR = 0.8) and outdoor (PDR = 0.4). The contexts were simulated for 10 cases with probability of outdoor visits varying from 0.1 to 0.9. For each sequence of control inputs the control algorithm and the pharmacokinetik model were simulated in coordination. The results of the simulation are shown in Figure 10. The results show that a random mobility pattern is less harmful (causes lower overshoots in the average case) than a Levy walk pattern. This is because in the Levy walk pattern the patient is more inclined towards an outdoor visit. However, in random walk pattern the outdoor visits are more uniformly distributed. Such complex simulation of dynamic context changes and its effect on the medical device and human body coordination cannot be performed in contemporary simulation tools and is only facilitated by our methodology.

Example 3: Intermittent energy availability: In this example, we consider two contexts: Home and Outdoor. The user is wearing a Shimmer mote with ECG and accelerometer sensors, and Emotiv EEG sensors to monitor his physiological and mental health through BrainHealth app and exercise performance through PetPeeves app. Energy scavenging units harvest energy from body heat, respiration, sunlight, and ambulation. When at home energy can only be scavenged from respiration. However, in outdoor environments, energy can be scavenged from all four. Table 6 in the Appendix [42] gives the available power from the scavenging sources.

A sustainability analysis plug-in was developed that used the power model of the context sensor and matched with the scavenging sources to compute the number of days a sensor can be sustained. We considered three combination of power management strategies: 1) no power management (NP-NM), 2) no processor level power management but with radio sleep scheduling (NP-M), and 3) with processor level power management and radio sleep scheduling (P-M). Figure 11 shows the time for which a SMDCS node can be sustained using the different scavenging combinations design strategies. The analysis classified the sensors in Ayushman BSN into two classes - a) sustainable sensors, such as TelosB, BSN node v3, and Shimmer, and b) unsustainable sensors, such as Imote 2, which have powerful processors (Intel XScale). In the subsequent experiments, we simulated random way point mobility model of the user and context change between home and outdoor. It was observed that under context changes the time for which the nodes can be sustained decreases to 12.27 hrs on an average, due to intermittent nature of energy availability. Further, we observed that our analysis methodology could simulate the decrease in time before recharge with reduction in the outdoor excursion frequency.

Further, if we employ the model based data communication it increases the sustainability of the sensors by a factor of 42 in case of ECG [50] and 300 in case of PPG [53]. However, a higher packet loss probability causes loss in accuracy of the model based technique. Retransmissions and transmit power control then reduce the sustainability by a factor of two.

8 Validation

We consider two case studies to validate our modeling and analysis approach: 1) radio duty cycling of sensors, and 2) mobility aware transmit power control.

Validation setup: Our validation strategy consists of the following steps. We select a case study and specify the model in AADL. We then use our proposed context analysis technique to iteratively change system parameters and obtain a design that satisfies requirements. The AADL models of the SMDCSes are converted to implementations in commercially available sensors and Android smartphones using a automatic code generator, Health-Dev [38]. We empirically obtain the values of the system parameters by conducting experiments in real hospital environment. We have partnered with Phoenix St. Luke’s hospital to gain access to an ICU environment.

Mobility aware transmission control: The infusion pump model used in the analysis of Example 2 is already experimentally validated [6]. Thus, we only validate whether using...
the dynamic transmit power control algorithm discussed in Section 1 can keep the PDR at acceptable levels. In a SMDCS, PDR varies considerably due to mobility. As a strategy for increasing the PDR, a sensor can estimate the link quality in terms of path loss due to fading on each transmission. If the path loss is above a threshold then it increases the transmission power of the radio else it keeps the transmission power at the lowest value. The SMDCS system with this radio power control schedule was specified in AADL. To simulate human mobility a Levy walk model [14] was used. It was found from the simulation that the lowest transmission power level -25 dBm, gives a worst case PDR of 0.18, while a transmit power of -15 dBm gives a worst case PDR of 0.95. For the Levy walk model, with outdoor excursion probabilities ranging from 0.2 to 0.9, alternating between the -25 dBm and -15 dBm transmission levels was enough to keep a PDR at 0.88. We assume that for reliable network operation a PDR of at least 0.8 is needed. The resulting model was then implemented using Health-Dev auto code generator. We conducted experiments with the implemented model in St Luke’s hospital in Phoenix Arizona. Initially we kept the transmission power to -25 dBm. We moved around on three floors which included an operational ICU cabin, non-operational ICU cabin, the lobby, and the outdoor parking lot. Table 4 gives the PDR values obtained in the different regions. In these experiments, the sensor was worn on the left pocket of the shirt while the smart phone was on the right pocket of the pant so that there is no direct line of sight communication link. Communication can only happen through multi-path reflections (worst case scenario). The outdoor PDR in the parking lot is the lowest since there is little multi-path reflection from objects. The PDR in the operational ICU is lower since there are lot of wireless devices operating simultaneously causing interference. The lobby has the best wireless channel. When transmit power control was employed the PDR remained above 0.8.

**Radio duty cycling:** In Example 3, we consider that the sensor is sensing ECG signals and is performing peak detection, and FFT, representative of the signal processing involved in electrocardiogram signals [46]. The user wearing the sensors is moving from indoors and outdoors and we consider the Levy walk model of mobility for the user. The probability of the user staying indoors was set to 0.8. In the indoor state sensors can scavenge energy from respiration (1.5 W for 6 hrs) while the outdoor state sensors can scavenge from movement (1.5 W for 2 hrs) and sunlight (0.1 W for 3 hrs). We specified the power profile of the sensors and the Levy walk mobility model of the user in AADL. The power consumption of the sensor platform in radio (\(P_{\text{radio}} + P_{\text{proc}}\)) and radio off (\(P_{\text{proc}}\) only computation power) stages were obtained by performing a series of experiments on TelosB, Mica2, and Shimmer sensors. The total energy consumption of the sensor platform (\(E_{\text{sensor}}\)) in time \(t\) at a given duty cycle of \(\chi\%\) can be obtained from Equation 2. Considering that the application has to be sustained 24 hrs from 6 hrs of scavenged energy, we varied the duty cycle in the AADL model and ran the context analyzer. We found that a duty cycle of 8.2% can be sustained using the scavenged power from respiration, walking and sunlight. The AADL model with the same radio duty cycle was provided as input to Health-Dev and the generated code was downloaded in TelosB motes. The average power consumption, measured over a single operation cycle, was 10.84 mW, which is much less than the average power available from scavenging sources (≥ 24 mW). Hence, the requirements guaranteed in the analysis phase is met by the actual implementation.

**9 Conclusions**

In this paper, we have demonstrated a tractable randomized methodology for analyzing the effects of dynamic context changes on the interaction of SMDCS computing infrastructure with their environment. The randomized analysis can evaluate the safety and sustainability of smart mobile apps under highly probable context change sequences in polynomial time. An important extension of this work is to consider security analysis of SMDCS. We have performed initial studies on SMDCS security [54], and will consider developing a comprehensive safety, security, and sustainability analysis tool.
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