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Abstract—Energy consumption in data centers can be reduced by efficient design of the data centers and efficient management of computing resources and cooling units. A major obstacle in the analysis of data centers is the lack of a holistic simulator, where the impact of a new computing resource (or cooling) management approach can be tested with different design (i.e., layout and configuration) of data centers (or vice versa). To fill this gap, this paper proposes Green Data Center Simulator (GDCSim) for analyzing data center energy efficiency by studying and testing: (i) different data center geometries, (ii) workload characteristics, (iii) platform power management schemes; (iv) scheduling algorithms; and (v) data center configuration. GDCSim is used to iteratively design green data centers. Further, it is validated against established CFD simulators. GDCSim is developed as a part of the BlueTool infrastructure project at Impact Lab.
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I. INTRODUCTION
Green initiatives in data center design encompasses energy efficiency, thermal awareness and usage of renewable sources of energy. To achieve energy efficiency and thermal awareness, data center designers have mainly focused on two primary objectives: (a) improving physical design [30], which includes reducing heat recirculation and hence hot-spots (to reduce the cooling demand), providing efficient cooling mechanisms [3] (to reduce cooling energy consumption), and developing low power computing equipment [15], [18]; and (b) developing energy-efficient computing resource management strategies, such as workload scheduling algorithms [24], [28], [32], cooling management [5], and power management schemes [21].

Conventional methodologies for analyzing green strategies in data centers have considered: 1) energy efficiency analysis of resource management algorithms, which include workload scheduling [12], [17], [20], active server set selection [12], [31], and power management of servers with dynamic voltage and frequency scaling [4], 2) thermal analysis of the data center under different physical configurations and resource management strategies [6], [7], [19], [30], and 3) closed loop operation of the resource management strategies with the physical behavior such as thermal behavior and air flow within the data center [9], [31], [32]. Of much interest is the close operation of the resource management algorithms and physical behavior in a data center through thermal interactions. For example, the extent of heat recirculated in a data center (i.e., a physical design attribute) may affect the energy efficiency of a workload scheduling algorithm [28] (i.e., the computing operation). Similarly, the workload placement may cause hot spots and thus demand a redesign of the data center layout [19]. It is thus imperative to consider such cyber-physical inter-dependencies for devising techniques for the two primary objectives for green data center design. A holistic design of green data center will consequently require application of all such techniques in a unified analysis framework. This paper proposes Green Data Center Simulator (GDCSim), a simulation tool that unifies existing techniques to green data center management and allows holistic design and analysis before deployment.

Such a holistic simulation tool should have the following key features as shown in Table I. The key features include: 1) automated processing, which allows interfacing different modules together and does not require user intervention once the simulation has started, 2) online analysis capability, which allows real time simulation of management decisions based on changes in the physical environment in the data center, 3) iterative design analysis, which enables design time testing and analysis of different configurations before deployment, 4) thermal analysis capability, which characterizes the thermal effects within the data center room at a given time, however, does not include thermal feedbacks to the management of the data center, 5) workload and power management, which enables workload scheduling and controlling the power modes of servers for higher data center efficiencies, and 6) consideration of cyber-physical interdependency, which enables feedback of information on temperature and air flow patterns in the data center to the management algorithms and the closed loop operation of the servers and cooling units (CRAC) to achieve energy efficient operation. From Table I, it can be seen that considerable amount of research is devoted to online analysis of workload management algorithms which also consider the cyber-physical inter-dependencies within the data center. Further, Computational Fluid Dynamics (CFD) simulator tools to characterize the thermal effects and airflow patterns also exists in abundance. However a simulator, which enables holistic design of a data center with the above features is missing. GDCSim, proposed in this paper, fills this gap.

The principal obstacle, in this regard, is an accurate characterization of the cyber-physical inter-dependencies. Accurate characterization of the physical behavior of the data center involves CFD simulations, which are extremely slow and time consuming. On the other hand, resource management strategies, often use feedback from physical world to take online decisions on placement of workloads, cooling adjustment and power management of servers. Analyzing such algorithms require, online testing of a resource management strategy on
different data center design, analyzing the effect of different types of workload on data center operation, and studying the impact of different cooling mechanisms on the energy efficiency of management strategies. Hence the evaluation of physical behavior of a data center has to be fast. Thus, using CFD techniques to analyze online resource management strategies is a significant challenge. In this regard, often steady state assumptions on data center operation such as server power consumption and cooling behavior are considered. Further, simplifying assumptions such as linearity of power consumption with respect to the utilization for servers [14], convexity of energy consumption characteristics [22], and constant cooling models [5] are used to make theoretical analysis of management algorithms easier. Such assumptions are necessary for developing optimization frameworks for algorithm analysis and fast evaluation of green data center physical designs. As a holistic design tool, GDCSim facilitates both accurate characterization of the cyber-physical inter-dependencies through CFD simulations and also supports several simplified models corresponding to the assumptions made in the physical behavior of the data center for design of resource management algorithms.

The principal contributions of the paper are: (i) integrating physical and resource (computing and cooling) management aspects of a data center and capturing their inter-dependencies in an automated fashion; (ii) developing a simulation infrastructure to enable online analysis of different data center physical designs under various management algorithms before deployment; and (iii) enabling iterative analysis to improve the holistic design of a data center, by providing feedback on the performance of the data center under various workload characteristics. The final outcome of the paper is the Green Data Center Simulator (GDCSim), which can be used by data center designers, operators and researchers for developing green data centers of the future.

GDCSim has the following components: (i) BlueSim, that takes a high level XML based specification as input and performs CFD simulations to output a heat recirculation profile [24] of the data center for fast thermal evaluation; (ii) Resource management, that makes informed decisions about workload and cooling management based on physical behavior of data center. (iii) Simulator, that captures the physical behavior of the data center in response to the management decisions and provides feedback to the resource management for awareness of the changes in data center physical behavior.

To model the cyber-physical inter-dependencies, the resource management should be aware of its physical impact. This necessitates the provision of feedback loops between the resource management and simulator. Such a feature would enable the resource management to take informed decisions to ensure energy efficiency.

Further, GDCSim is envisioned to be modular and extensible. Modularization ensures that the different components of GDCSim can be used independently. For example, the CFD simulator module, BlueSim, can be used solely for generating the thermal map of the data center and may not be used in conjunction with the resource management module. Extensibility ensures that new models and assumptions can be easily plugged into the simulator. Further, it should be generic to support both Internet and HPC workloads.

The functionality of GDCSim is demonstrated by two case studies with two different data center layout and workload types. In the first case study, a data center with twenty chassis was simulated for a transactional type workload. The average Energy Reuse Effectiveness (ERE) [1] was calculated to be 1.26 with a mean response time 0.0005 seconds. To demonstrate the iterative analysis for data center design, the same data center layout was simulated for same workload conditions and management schemes, but with different type of servers. The ERE was improved from 1.26 to 1.22 with no degradation of response time. A second case study involved a HPC data center with 50 chassis and the ERE for this data center was calculated to be 1.1 and no deadline violation was reported.

The rest of the paper is organized as follows. Section II discusses the background and related works and introduces key terms and concepts in data center operation and design, Section III describes the architecture of the GDCSim tool, Section IV demonstrates the usage of the GDCSim tool with the help of two case studies, Section V validates the results obtained from the GDCSim tool against Flovent simulations (a widely accepted CFD simulator) and discusses the potentials of the tool, and finally Section VI concludes the paper.

II. BACKGROUND
A typical data center consists of a cold aisle/hot aisle configuration with raised floor, lowered ceilings and perforated
BlueSim is to generate an array of HRMs for different simulations, and post processing. The primary objective of BlueSim Tool integrates various software for geometry generation, CFD simulations, and post processing. The user inputs are: job trace (λ), Service Level Agreements (SLAs), management schemes, configurations of the data centers [24]. There are three main submodules in BlueSim:

1) Preprocessing module: The input to BlueSim is a high level XML based data center description in Computer Infrastructure Engineering Language (CIELA). A sample data center specification using Ciela can be found at http://impact.asu.edu/Ciela.xml. It has various constructs that capture the generic layout of a data center: (i) equipment configuration, i.e., stacking of servers into chassis and chassis into racks, arrangement of these racks into rows, chassis power consumption, and air flow rate; (ii) physical data center layout, i.e., presence of raised floors, lowered ceilings, perforated tiles and vents. A parser parses the XML specification to create a geometry file which is then converted to a mesh file using GMSH [8], a standalone open source meshing software.

2) Processing: This module performs a series of offline CFD simulation of the specified data center to enable determination of HRM [24]. To maintain the usability of the tool chain, the Open Field Operation And Manipulation (OpenFOAM) C++ library was used to develop the data center CFD simulator.

3) Post Processing: Post processing to generate HRM is carried out by cross interference profiling [24]. An array of HRMs is generated for various active server set configurations (servers which are kept on for serving workload) and is sent to the IOM module. For our current simulation purpose we generate only a single HRM with all the servers active. The BlueSim generates an array of HRMs for different active server sets and sends it to the IOM module.

B. Tool Input/Output Management (IOM)

This module has two functions. First, it serves as a user interface for the entire tool chain. The user inputs are: job trace (λ), Service Level Agreements (SLAs), management schemes,
 Apart from the timer events, the RM listens for HPC job arrival events from the IOM module. Provisioning and support of the algorithms, the decision making to choose among the algorithms, and the output from the RM module are described below.

1) Workload management: Workload management algorithm decides on “when” (i.e., scheduling) and “where” (i.e., placement) to serve the workload. For HPC workload, this involves scheduling and placement of specific jobs when HPC job arrival events occur; while for IDCs this involves distribution of requests (i.e., the short-time decision making) among servers. Three types of workload management algorithms are supported:

a. Rank based: This type of algorithm involves assigning ranks to the servers and placing (or distributing) workload based on the ranks. Many heuristic thermal-aware and energy-aware placement algorithms, e.g., FCFS [28] and EDF [5], fall under this category.

b. Control based: Control theory based RM can be used when an accurate model of a system in a certain interval can be made. The goal is to control the system in a closed loop way to get a desired response. In case of workload management, control based RM can be designed to closely track the performance parameters (e.g., response time) of jobs and then control the workload arrival rate to a system to get a desired response time.

c. Optimization based: This type of algorithm requires an optimization problem to be solved, or the best solution from a set of feasible solutions to be selected. This approach might involve finding solutions for the workload placement problem, as in XInt [24], or for both scheduling and placement problem, as in SCINT [28], or for active server set selection, as in MiniMax [32], MIP [32].

2) Power management: Power management algorithms control the power mode of a system or different components inside a system. The idea is to save energy through transition to the lower power states of system/ components when the workload is low, or to achieve a certain power capping goal. The cost is incurred in terms of delay and power consumption due to transition from idle state to active and otherwise. Power management at the system level includes sleep state transition and dynamic server provisioning. Depending upon the workload management time granularity, the power manager can decide on either sleep state transitioning of a system, or switching a set of servers to on and off when workload varies. Power management of CPU includes c-state management that control sleep state transition of CPU, and P-state management (i.e., DVFS). C-states control the sleep states of CPU. In a specific power state, the DVFS of CPU is also of interest in which the idea is to scale the frequency of CPU to the offered workload in order to save energy. Control theory based approaches or optimization based approaches can be used for power management.

3) Cooling Management: Cooling management algorithm decides on the thermostat settings of the cooling units. This can be either static, i.e., constant pre-set thermostat setting, or dynamic, i.e., a schedule of thermostat setting depending on the events.
The simulator consists of four sub modules:

1) Queuing Module: A queuing model is selected by the user at the IOM user interface. These models are used to calculate response times. SLA violations are determined by checking whether the response time exceeds a certain reference response time specified by the user.

2) Power Module: The Power module calculates the total power consumed by each server for a particular utilization level. The power module outputs a power consumption distribution vector \( P = \{ P_1, P_2, \ldots, P_N \} \) depending on the type of server, for a particular time epoch. The RUM supplied by the RM module contains the server model, c-state, p-state, t-state and utilization of each server for every time epoch. The power module queries the server database to retrieve the coefficient matrix of power curve for the particular model of server at a given state. Power consumption matrix is calculated based on these constraints and is supplied to Thermodynamic module and Cooling module.

The change in utilization of the servers, causes a time-delay before the power consumption reaches the new value. The time delay depends on the type of server being used. When the utilization of the servers changes, the new power consumption value is stored in a queue for the respective delay period and is dispatched once the delay period is over.

3) Thermodynamic Module: The Thermodynamic module gives the thermal map of the data center. The inlet and outlet temperatures for the current time epoch, \( T_{in} = \{ T_{in}^1, T_{in}^2, \ldots, T_{in}^N \} \) and \( T_{out} = \{ T_{out}^1, T_{out}^2, \ldots, T_{out}^N \} \) respectively, for each chassis are calculated by [24]:

\[
T_{out} = T_{sup} + (K - A^T K)^{-1} P, \quad T_{in} = T_{out} - K^{-1} P
\]

Where \( T_{sup} \) is the CRAC supply temperature, \( K \) is the matrix of heat capacity of air through each chassis and \( A \) is Heat Recirculation Matrix. \( T_{in} \) and \( T_{out} \) together constitute the thermal map of the data center. This thermal map is then sent back to RM module as feed back.

4) Cooling Module: Two different cooling models are considered in the preliminary version of the tool chain. In dynamic cooling model we consider two basic modes of operation, namely, high and low modes. Based on the CRAC inlet temperature, the modes switch between high and low to extract \( P_{high} \) and \( P_{low} \) amount of heat, respectively. If the CRAC inlet temperature, \( T_{CRAC} \) crosses a higher threshold temperature \( T_{high}^{\text{CRAC}} \), the high mode is triggered and if \( T_{CRAC} \) crosses a lower threshold temperature \( T_{low}^{\text{CRAC}} \), a low mode is triggered. The threshold temperatures can be supplied by the user through the IOM module. Switching between modes incurs a time delay, during which the CRAC operates in its previous mode.

In constant cooling model the supply temperature \( T_{sup} \) is constant. This means that the CRAC removes all the heat that is generated in the data center room. Another cooling behavior observed is instantaneous cooling model. In this model, the RM module adjusts the cooling load based on the total heat added by the IT equipment and the redline temperatures of the equipment. A different cooling behavior can be studied by replacing the current model with a user-defined cooling model. Moreover, renewable energy sources such as solar heat activated cooling units can be modeled in GDCSim. Such a system can be decomposed into thermodynamic, power, and COP models and included into the simulator.

The output of the simulator module is a compilation of the power model, thermodynamic model, queuing model and cooling model parameters into a log file and providing them as feedback to RM and IOM modules.
IV. CASE STUDIES

In this section we present two case studies with HPC and IDC layouts supporting different server configurations, to demonstrate the functionality of the tool chain.

A. Case 1: Transactional workload on Internet data centers

A data center with physical dimensions of $27.6' \times 28' \times 11.8'$ was considered. There are two rows of two 35U racks in each row, laid out in a typical hot-aisle/cold-aisle configuration. These racks consist of five 7U chassis each. Cold air is supplied at a flow rate of $5 \text{ m}^3/\text{s}$ from a single CRAC.

The operation of the tool is illustrated in the event sequence diagram in Fig. 5. The XML based specification was submitted to the BlueSim tool which generated the HRM (Fig. 6) and extracted the type of servers from the specification. The type of servers is an array of strings that gives the model of servers used. The server models along with the following were input to the IOM: (a) a transactional workload in the following format: $<\text{no. of arrivals; average file size}>$, (b) SLA requirement input consisting of a floating point number that represents the response time and a string value for the unit: $0.0006; \text{"seconds"}$, (c) LRH [28] power management scheme, (d) load balancing workload management scheme, (e) cooling characteristics input consisting of a string value “constant model” and a COP curve coefficient matrix [0.0068 0.0008 0.458] (The coefficient matrix format is as follows: $C_n T^n + C_{n-1} T^{n-1} + \ldots + C_1 T + C_0$, where $T$ is the temperature. If Carnot cycle efficiency for CRAC is assumed, a string “Carnot” is entered in place of the coefficient matrix), and (f) a queuing model represented by string value “G/G/m”. The IOM sent the HRM and cooling characteristics to RM and simulator modules.

On arrival of these inputs, the RM module sent a query to the server database as $<\text{type of server; c-state; p-state; t-state}>$ and the database returned an array of power curve coefficient vectors eg., $<[9.2420]>$. Workload scheduling was carried out and a RUM was generated and sent to simulator module. The simulator module accessed the power curve vectors from the database and performed simulations to generate: (a) thermal map: $<\text{T}_{\text{in}}; \text{T}_{\text{out}}>$, (b) IT power: $<\text{P}>$, (c) cooling load: $\text{P}_{\text{AC}}$, and (d) utilization: $<\text{U}>$. These were sent back to RM as feedback inputs.

Response time $<\text{RT}>$ was supplied back to IOM which then calculated SLA violations and reported to RM module. RM module generated an active server set which was supplied to IOM.

The first time epoch was completed when the simulator generated a log file $<\text{time index; total energy; cooling load; IT power; Maximum temperature}>$ which was sent back to IOM module. This whole process was carried out for all the time epochs till the workload had been completely simulated. Finally, the average ERE and time plots (Fig. 7) for power, average response time, utilization and temperature were generated by IOM from the log file.

Further, the tool chain was used to iteratively design a data center and decide the best possible management strategy that ensures better energy efficiency and reduced SLA violations, for given workload conditions. Two data centers, with the same layout as in case study 1, but different server power curves, were used for this process. Each data center configuration was simulated for two different management schemes and the response time and ERE were reported as shown: For data center configuration 1, using power management scheme LRH, the ERE was reported to be 1.26 and for MIP scheme, the ERE was 1.24. In data center configuration 2, an ERE of 1.23 was observed for LRH scheme while for MIP scheme the ERE was 1.22. The workload distribution for all the cases were using load balancing scheme and the mean response time observed was 0.0005 seconds. This shows that management scheme MIP gives the best energy efficiency on data center configuration 2 for the given workload conditions.
B. Case 2: Event based scheduling in HPC data center

A second case study was carried out on a data center with physical dimensions $27.6' \times 28' \times 11.8'$. There are two rows of five industry standard 42U racks in each row, laid out in hot/aisle cold aisle configuration. These racks consists of five 7U chassis each. The CRAC supplies air at a flow rate of $16 \text{ m}^3/\text{s}$ through the perforated tiles on a raised floor.

XML based specification was created and supplied to the BlueSim. The following management schemes were used: (a) power management scheme: HTS scheme [32], (b) workload management scheme: first fit, and (c) cooling characteristics: dynamic cooling model.

The event sequence diagram for this case study is shown in the Fig. 8 A HPC type workload was used for this case study. The input format for such workloads is $<\text{arrival time; start time; deadline; no. of cores required}>$. The event sequence diagram for this case study is as shown in Fig. 9. A discrete event simulation was carried out, with the events being workload arrival event, start job processing event and end job processing event. An event queue was maintained by the RM module and job scheduling was done at every event. The rest of the simulation was carried out similar to the previous case study and the ERE was reported to be 1.1. Fig. 9 shows the power, temperature and utilization plots.

V. VALIDATION AND DISCUSSIONS

The BlueSim tool was validated by comparing it with the Flovent CFD simulator. The HRM for a particular data center was generated using BlueSim, which was then used to generate the thermal map of the data center for a particular time instant. This scenario was replicated in Flovent and simulations were carried out to generate the thermal map. An average error of 7.36 % was observed.

The simulation results from the case studies demonstrate certain salient features of the tool chain. The modularity of the tool chain allows the BlueSim tool to be used as a standalone data center CFD package. The simulator module can be used in conjunction with any resource management algorithm to estimate data center performance. The generic features of a data center layout is captured by Ciela which provides an easy and intuitive way of data center physical modeling. Moreover, the tool facilitates testing of online resource management algorithms on different data center designs and workload types. As seen from the case studies, thermal aware workload management schemes avoid redlining of servers while improving the efficiency. Further, the tool captures the transient behavior of the data center which results in improved accuracy over steady-state analysis.

Cyber-physical interdependencies are captured using feedback loops. These feedback loops after each time epoch allow the resource management schemes to take informed decisions for the next time epoch. GDCSim provides a scalable platform that can be used to simulate different data center layouts with different number and type of racks, servers and cooling units as shown by the two data center layouts used in the case studies. This feature enables iterative design analysis which helps in design time testing and analysis of different data center configurations before deployment. Extensibility of the tool allows users to add new power consumption, cooling and
resource management models. Finally, different modules of the tool chain are interfaced together to enable automation.

The accuracy of the overall system depends on the accuracy of individual models. The models used in resource management have been verified separately in our previous work [5], [24], [28], [32]. The experimental validation and generation of new versions of the functionality of the tool will be left for future work.

VI. CONCLUSION

In this paper, we developed a simulation tool that captures the inter-dependencies between online resource management schemes and physical behavior of data centers for green data center design. We validated the tool using Flovent, which is a widely used CFD simulation software. We demonstrated the functionality of the tool using two case studies, one each for HPC data centers and Internet data centers with different layouts. The iterative design procedure of a data center was shown by simulating two different configurations of data centers and analyzing their energy efficiency under different online management schemes. Further, the GDCSim will be incorporated in an ongoing project named BlueTool (http://impact.asu.edu/BlueTool/wiki/index.php/Main\_Page) funded by NSF infrastructure grant (CNS# 0855277) Impact Lab, as a test bed for conducting studies on management schemes before deployment on data centers.
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